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1 Introduction

In many application areas involving the mathematical modeling of convection, diffusion, and reaction processes, diffusion can be small (compared to the convection and the reaction coefficients), degenerate, or even identically equal to zero in subregions of the computational domain. This multi-scale behavior between convection and diffusion creates various challenges in the endeavor of computing accurate numerical approximations to PDE problems of this type in an efficient manner. In particular, computationally demanding features may appear in the analytical solutions of such problems; these include boundary/interior layers or even discontinuities in the subregions where the problem is of hyperbolic type. When structures such as layers or discontinuities are present in the solution, the use of anisotropically refined meshes, which aim to provide the necessary mesh resolution in the directions along these structures, is essential in order to reduce the number of degrees of freedom required to accurately resolve these sharp features.

Discontinuous Galerkin finite element methods (DGFEMs) exhibit attractive properties in the numerical approximation of problems of hyperbolic or nearly-hyperbolic type. Indeed, DGFEMs are, by construction, locally conservative, and moreover exhibit enhanced stability properties in the vicinity of boundary/interior layers and discontinuities present in the analytical solution. Additionally, DGFEMs offer advantages in the context of hp-adaptivity, such as increased flexibility in the mesh design (irregular grids are admissible) and the freedom of choosing the elemental polynomial degrees without the need to enforce any conformity requirements. Thereby, the combination of DGFEMs, that produce stable approximations even in unresolved regions of the computational domain, and anisotropic mesh refinement, which aims to provide the desired grid resolution in appropriate spatial directions, is an appealing technique for the numerical approximation of these types of problems.

In this work, we consider the a priori and a posteriori error analysis of discontinuous Galerkin interior penalty methods for second-order partial differential equations with nonnegative characteristic form on anisotropically refined computational meshes. In particular, we discuss the question of error estimation for linear target functionals, such as the outflow flux and the local average of the solution. The a priori error estimation is based on exploiting the analysis developed in the article [9], which assumed that the underlying computational mesh is shape-regular, together with an extension of the techniques developed in [4] which precisely describe the anisotropy of the mesh; for related anisotropic approximation results, we refer to [1, 16, 15, 3], for example. More specifically, we employ tools from tensor analysis, along with local singular-value
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decompositions of the Jacobi matrix of the local elemental mappings, to derive directionally-sensitive bounds for arbitrary polynomial degree approximations, thus generalizing the ideas presented in [4], where only the case of approximation with conforming linear elements was considered. These interpolation error bounds are then employed to derive general anisotropic a priori error bounds for the DGFEM approximation of linear functionals of the underlying analytical solution.

Type I a posteriori error bounds are derived based on employing the dual weighted residual approach, cf. [2, 10, 13, 14], for example. Based on our a posteriori error bound we design and implement the corresponding adaptive algorithm to ensure the reliable and efficient control of the error in the prescribed target functional to within a given tolerance. This involves exploiting both local isotropic and anisotropic mesh refinement. To this end, we develop a new anisotropic mesh refinement strategy, based on choosing the most competitive subdivision of a given element \( \kappa \) from a series of trial (Cartesian) refinements. The superiority of the proposed algorithm in comparison with standard isotropic mesh refinement will be illustrated by a series of numerical experiments.

The paper is structured as follows. In Section 2 we introduce the model problem and formulate its discontinuous Galerkin finite element approximation. Then, in Sections 3, 4, and 5 we develop the a posteriori and a priori error analyses of the error measured in terms of certain linear target functionals of practical interest. Guided by our a posteriori error analysis, in Section 6 we design an adaptive finite element algorithm to guarantee reliable and efficient control of the error in the computed functional to within a fixed user-defined tolerance based on employing a combination of local isotropic and anisotropic mesh refinement. The performance of the resulting refinement strategy is then studied in Section 7 through a series of numerical experiments. Finally, in Section 8 we summarize the work presented in this paper and draw some conclusions.

2 Model problem and discretization

Given that \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^d \), \( d \geq 2 \), with boundary \( \Gamma = \partial \Omega \), we consider the linear second-order partial differential equation

\[ \mathcal{L}u = -\nabla \cdot (a \nabla u) + \nabla \cdot (bu) + cu = f, \]

where \( f \) is a real–valued function belonging to \( L_2(\Omega) \), and the real–valued coefficients \( a, b, \) and \( c \) satisfy: \( a(x) = \{a_{ij}(x)\}_{i,j=1}^d \in L_{\infty}(\Omega)^{d \times d} \), \( b(x) = \{b_i(x)\}_{i=1}^d \in W^{1,\infty}(\Omega)^d \), and \( c(x) \in L_{\infty}(\Omega) \), respectively. We shall suppose throughout that the characteristic form associated with the principal part of the differential operator \( \mathcal{L} \) is nonnegative; namely,

\[ \zeta^\top a(x)\zeta \geq 0 \quad \forall \zeta \in \mathbb{R}^d, \quad \text{a.e. } x \in \bar{\Omega}. \]

For simplicity, we shall assume that the entries of the matrix \( a \) are piecewise continuous on \( \bar{\Omega} \); this hypothesis is sufficiently general to cover most situations of practical relevance. Let \( n(x) \) denote the unit outward normal vector to \( \Gamma \) at \( x \in \Gamma \) and define the following subsets of \( \Gamma \):

\[ \Gamma_0 = \left\{ x \in \Gamma : n(x)^\top a(x)n(x) > 0 \right\}, \]
\[ \Gamma_- = \left\{ x \in \Gamma \setminus \Gamma_0 : b(x) \cdot n(x) < 0 \right\}, \quad \Gamma_+ = \left\{ x \in \Gamma \setminus \Gamma_0 : b(x) \cdot n(x) \geq 0 \right\}. \]

The sets \( \Gamma_\pm \) will be referred to as the inflow and outflow boundary, respectively. With these definitions we have that \( \Gamma = \Gamma_0 \cup \Gamma_- \cup \Gamma_+ \). We shall further decompose \( \Gamma_0 \) into two connected parts, \( \Gamma_D \) and \( \Gamma_N \), and supplement (1) with the following boundary conditions:

\[ u = g_D \text{ on } \Gamma_D \cup \Gamma_-, \quad n \cdot (a \nabla u) = g_N \text{ on } \Gamma_N; \]
Let \( T \) be the element mapping \( J \) mapping from the reference element \( \tilde{\Omega} \). It will be important as our error estimates will be expressed in terms of Sobolev norms over the physical element \( \Omega \), cf. \([11, 5]\); the case when \( d = 2 \) is depicted in Figure 1. The mapping \( F_\kappa \) defines the size and orientation of the element \( \kappa \), while \( Q_\kappa \) defines the shape of \( \kappa \), without any significant rescaling, or indeed change of orientation. With this in mind, we assume that the element mapping \( Q_\kappa \) is close to the identity in the following sense: the Jacobi matrix \( J_{Q_\kappa} \) of \( Q_\kappa \) satisfies

\[
C_1^{-1} \leq \| \det J_{Q_\kappa} \|_{L_\infty(\kappa)} \leq C_1, \quad \| J_{Q_\kappa}^\top \|_{L_\infty(\kappa)} \leq C_2, \quad \| J_{Q_\kappa} \|_{L_\infty(\partial \kappa)} \leq C_3
\]

for all \( \kappa \) in \( T_h \) uniformly throughout the mesh for some positive constants \( C_1, C_2, \) and \( C_3 \). This will be important as our error estimates will be expressed in terms of Sobolev norms over the element domains \( \tilde{\kappa} \), in order to ensure that only the scaling and orientation introduced by the affine element maps \( F_\kappa \) are present in the analysis. Writing \( m_\kappa, m_{\tilde{\kappa}}, \) and \( m_{\kappa} \) to denote the \( d \)-dimensional (Hausdorff) measure of the elements \( \kappa, \tilde{\kappa}, \) and \( \kappa \), respectively, the above condition (5) implies that there exists a positive constant \( C_4 \) such that

\[
C_4^{-1} m_{\tilde{\kappa}} \leq m_\kappa \leq C_4 m_{\kappa} \quad \forall \kappa \in T_h.
\]

The above maps are assumed to be constructed in such a manner to ensure that the union of the closure of the disjoint open elements \( \kappa \in T_h \) forms a covering of the closure of \( \Omega \), i.e., \( \overline{\Omega} = \bigcup_{\kappa \in T_h} \overline{\kappa} \). For a function \( v \) defined on \( \kappa, \kappa \in T_h \), we write \( \tilde{v} = v \circ Q_\kappa \) and \( \bar{v} = \bar{v} \circ F_\kappa \) to denote the corresponding functions on the elements \( \tilde{\kappa} \) and \( \kappa \), respectively.

Associated with \( T_h \), we write \( H^s(\Omega, T_h) \) to denote the broken Sobolev space of order \( s \geq 0 \), equipped with the broken Sobolev seminorm \( \| \cdot \|_{s, T_h} \) and norm \( \| \cdot \|_{s, T_h} \). For \( u \in H^1(\Omega, T_h) \) we define the broken gradient \( \nabla_{T_h} u \) of \( u \) by \( (\nabla_{T_h} u)\kappa = \nabla(u|_\kappa), \kappa \in T_h \).
2.2 Interior penalty discontinuous Galerkin method

In this section we introduce the (symmetric) interior penalty discretization of the advection–diffusion–reaction problem (1), (3). To this end, we introduce the following notation. Given a polynomial degree \( p \geq 1 \) we define the finite element space \( S_{h,p} \) as follows:

\[
S_{h,p} = \{ u \in L_2(\Omega) : u|_k \circ Q_\kappa \circ F_\kappa \in \mathbb{Q}_p(\kappa); \ \kappa \in T_h \},
\]

where \( \mathbb{Q}_p(\kappa) = \{ \hat{x}^\alpha : 0 \leq \alpha_i \leq p, \ 1 \leq i \leq d \} \).

An interior face of \( T_h \) is defined as the (non-empty) \((d-1)\)-dimensional interior of \( \partial \kappa_i \cap \partial \kappa_j \), where \( \kappa_i \) and \( \kappa_j \) are two adjacent elements of \( T_h \), not necessarily matching. A boundary face of \( T_h \) is defined as the (non-empty) \((d-1)\)-dimensional interior of \( \partial \kappa \cap \Gamma \), where \( \kappa \) is a boundary element of \( T_h \). We denote by \( \Gamma_{\text{int}} \) the union of all interior faces of \( T_h \). Given a face \( f \subset \Gamma_{\text{int}} \), shared by the two elements \( \kappa_i \) and \( \kappa_j \), where the indices \( i \) and \( j \) satisfy \( i < j \), we write \( n_f \) to denote the (numbering–dependent) unit normal vector which points from \( \kappa_i \) to \( \kappa_j \); on boundary faces, we set \( n_f = n \). Further, for \( v \in H^1(\Omega, T_h) \) we define the jump of \( v \) across \( f \) and the mean value of \( v \) on \( f \), respectively, by \( [v] = v|_{\partial \kappa_i \cap f} - v|_{\partial \kappa_j \cap f} \) and \( \langle v \rangle = \frac{1}{2} (v|_{\partial \kappa_i \cap f} + v|_{\partial \kappa_j \cap f}) \). On a boundary face \( f \subset \partial \kappa \), we set \( [v] = v|_{\partial \kappa \cap f} \) and \( \langle v \rangle = v|_{\partial \kappa \cap f} \). Finally, given a function \( v \in H^1(\Omega, T_h) \) and an element \( \kappa \in T_h \), we denote by \( v^+_\kappa \) (respectively, \( v^-_\kappa \)) the interior (respectively, exterior) trace of \( v \) defined on \( \partial \kappa \) (respectively, \( \partial \kappa \setminus \Gamma \)). Since below it will always be clear from the context which element \( \kappa \) in the subdivision \( T_h \) the quantities \( v^+_\kappa \) and \( v^-_\kappa \) correspond to, for the sake of notational simplicity we shall suppress the letter \( \kappa \) in the subscript and write, respectively, \( v^+ \) and \( v^- \) instead.

Given that \( \kappa \) is an element in the subdivision \( T_h \), we denote by \( \partial \kappa \) the union of \((d-1)\)-dimensional open faces of \( \kappa \). Let \( x \in \partial \kappa \) and suppose that \( n_\kappa(x) \) denotes the unit outward normal vector to \( \partial \kappa \) at \( x \). We define the inflow and outflow parts of \( \partial \kappa \), respectively, by

\[
\partial^- \kappa = \{ x \in \partial \kappa : b(x) \cdot n_\kappa(x) < 0 \}, \quad \partial^+ \kappa = \{ x \in \partial \kappa : b(x) \cdot n_\kappa(x) \geq 0 \}.
\]

For simplicity of presentation, we suppose that the entries of the matrix \( a \) are constant on each element \( \kappa \) in \( T_h \); i.e., \( a \in [S_{h,0}]^{d \times d}_{\text{sym}} \). The extension of our results to general \( a \in L_\infty(\Omega)^{d \times d}_{\text{sym}} \) follow analogously based on employing the modified DG method proposed in [7]. In the following, we write \( \bar{a} = \left[ \sqrt{a} \right] \), where \( \cdot \) denotes the matrix norm subordinate to the \( l_2 \)-vector norm on \( \mathbb{R}^d \) and \( \bar{a}_e = \bar{a}|_\kappa \).

The DGFEM approximation of (1), (3) is defined as follows: find \( u_{\text{DG}} \) in \( S_{h,p} \) such that

\[
B_{\text{DG}}(u_{\text{DG}}, v) = \ell_{\text{DG}}(v)
\]

for all \( v \in S_{h,p} \). Here, the bilinear form \( B_{\text{DG}}(\cdot, \cdot) \) is defined by

\[
B_{\text{DG}}(w, v) = B_a(w, v) + B_b(w, v) - B_f(w, v) - B_g(w, v) + B_\phi(w, v),
\]

where

\[
B_a(w, v) = \sum_{\kappa \in T_h} \int_{\kappa} a \nabla w \cdot \nabla v \, dx,
\]

\[
B_b(w, v) = \sum_{\kappa \in T_h} \left\{ - \int_{\kappa} (w \cdot \nabla v - cwv) \, dx + \int_{\partial^- \kappa} (b \cdot n_\kappa) w^+ v^+ \, ds + \int_{\partial^+ \kappa \setminus \Gamma} (b \cdot n_\kappa) w^- v^- \, ds \right\},
\]

\[
B_f(w, v) = \int_{\Gamma_{\text{int}}} \left( (a \nabla w) \cdot n_f \right) [v] \, ds,
\]

\[
B_g(w, v) = \int_{\Gamma_{\text{in}}} g_D[v] \, ds,
\]

\[
B_\phi(w, v) = \int_{\Gamma_{\text{out}}} \phi_D[v] \, ds,
\]

and the linear functional \( \ell_{\text{DG}}(\cdot) \) is given by

\[
\ell_{\text{DG}}(v) = \sum_{\kappa \in T_h} \left( \int_{\kappa} f \, dx - \int_{\partial^- \kappa \cap \Gamma_D \cup \Gamma_-} (b \cdot n_\kappa) g_D v^+ \, ds \right.
\]

\[
- \int_{\partial^- \kappa \cap \Gamma_D} g_D((a \nabla v^+) \cdot n_\kappa) \, ds + \int_{\partial^+ \kappa \cap \Gamma_N} g_N v^+ \, ds + \int_{\partial^+ \kappa \cap \Gamma_D} \phi_D v^+ \, ds \bigg),
\]
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Here \( \vartheta \) is called the \textit{discontinuity-penalization} parameter and is defined by

\[
\vartheta|_{f} = \vartheta_{f} \quad \text{for} \quad f \subset \Gamma_{int} \cup \Gamma_{D},
\]

where \( \vartheta_{f} \) is a nonnegative constant on face \( f \). The precise choice of \( \vartheta_{f} \), which depends on \( a \) and the discretization parameters, will be discussed in detail in the next section. We shall adopt the convention that faces \( f \subset \Gamma_{int} \cup \Gamma_{D} \) with \( \vartheta|_{f} = 0 \) are omitted from the integrals appearing in the definition of \( B_{\vartheta}(w, v) \) and \( \ell_{DG}(v) \), although we shall not highlight this explicitly in our notation: the same convention is adopted in the case of integrals where the integrand contains the factor \( 1/\vartheta \). Thus, in particular, the definition of the DG-norm, cf. (7) below, is meaningful even if \( \vartheta|_{f} \) happens to be equal to zero on certain faces \( f \subset \Gamma_{int} \cup \Gamma_{D} \), given that such faces are understood to be excluded from the region of integration.

### 3 Stability analysis

Before embarking on the error analysis of the discontinuous Galerkin method (6), we first derive some preliminary results. Let us first introduce the DG–norm \( ||| \cdot ||| \) by

\[
|||w|||^{2} = \sum_{\kappa \in T_{h}} \left( \| \sqrt{a} \nabla w \|_{L_{2}(\kappa)}^{2} + \| c_{0} w \|_{L_{2}(\kappa)}^{2} + \frac{1}{2} \| w^{+} \|_{\partial_{+}\kappa \cap (\Gamma_{D} \cup \Gamma_{-})}^{2} + \frac{1}{2} \| w^{-} \|_{\partial_{-}\kappa \setminus \Gamma}^{2} \right) + \int_{\Gamma_{int} \cup \Gamma_{D}} \vartheta|w|^{2} \, ds + \int_{\Gamma_{int} \cup \Gamma_{D}} \frac{1}{\vartheta} \langle (\nabla w) \cdot n_{\kappa} \rangle \, ds,
\]

where \( \| \cdot \|_{\tau}, \tau \subset \partial\kappa \), denotes the (semi)norm associated with the (semi)inner-product \( \langle v, w \rangle_{\tau} = \int_{\kappa} b \cdot n_{\kappa} \langle v \rangle \, ds \), and \( c_{0} \) is as defined in (4).

For a given face \( f \subset \Gamma_{int} \cup \Gamma_{D} \), such that \( f \subset \partial\kappa \), for some \( \kappa \in T_{h} \), we write \( \tilde{f} \) and \( \hat{f} \) to denote the respective faces of the mapped elements \( \tilde{\kappa} \) and \( \hat{\kappa} \), respectively, based on employing the element mappings \( Q_{\kappa} \) and \( F_{\kappa} \). More precisely, we write \( \tilde{f} = Q_{\kappa}^{-1}(f) \) and \( \hat{f} = F_{\kappa}^{-1}(\hat{f}) \). Further, we define \( m_{\tilde{f}}, m_{\hat{f}} \), and \( m_{f} \) to denote the \((d-1)\)-dimensional measure (volume) of the faces \( f, \tilde{f}, \) and \( \hat{f} \), respectively. In view of (5), we note that there exists a positive constant \( C_{5} \), such that

\[
C_{5}^{-1} m_{\hat{f}} \leq m_{f} \leq C_{5} m_{\tilde{f}} \tag{8}
\]

for every face \( f \subset \Gamma_{int} \cup \Gamma_{D} \). Moreover, the surface Jacobian \( S_{f,j} \) arising in the transformation of the face \( f \) to \( \tilde{f} \) may be uniformly bounded in the following manner

\[
\| S_{f,j} \|_{L_{\infty}(f)} \leq C_{6} \quad \tag{9}
\]

for all faces \( f \subset \Gamma_{int} \cup \Gamma_{D} \), where \( C_{6} \) is a positive constant.

We now define the function \( h \) in \( L_{\infty}(\Gamma_{int} \cup \Gamma_{D}) \), as \( h(x) = \frac{\min\{m_{\kappa_{1}}, m_{\kappa_{2}}\}}{m_{f}} \), if \( x \) is in the interior of \( f = \partial\kappa_{1} \cap \partial\kappa_{2} \) for two neighboring elements in the mesh \( T_{h} \), and \( h(x) = \frac{m_{\kappa}}{m_{f}} \), if \( x \) is in the interior of \( f = \partial\kappa \cap \Gamma_{D} \). Similarly, we define the function \( a \) in \( L_{\infty}(\Gamma_{int} \cup \Gamma_{D}) \) by \( a(x) = \min\{a_{\kappa_{1}}, a_{\kappa_{2}}\} \) if \( x \) is in the interior of \( e = \partial\kappa_{1} \cap \partial\kappa_{2} \), and \( a(x) = a_{\kappa} \) if \( x \) is in the interior of \( \partial\kappa \cap \Gamma_{D} \). With this notation, we now provide the following coercivity result for the bilinear form \( B_{DG}(\cdot, \cdot) \) over \( S_{h,p} \times S_{h,p} \).

**Theorem 3.1** Define the discontinuity-penalization parameter \( \vartheta \) arising in (6) by

\[
\vartheta|_{f} = \vartheta_{f} = \frac{a}{h} \tag{10}
\]

where \( C_{\vartheta} \) is a sufficiently large positive constant. Then, there exists a positive constant \( C \), which depends only on the dimension \( d \) and the polynomial degree \( p \), such that

\[
B_{DG}(v, v) \geq C \| v \|^{2} \quad \forall v \in S_{h,p}.
\]
define \( \tilde{\cdot} \) given that \( \varepsilon > 0 \), and the functions \( u \) and \( a \nabla u \cdot n_f \) are continuous across each face \( f \subset \partial\kappa \setminus \Gamma \) that intersects the subdomain of ellipticity, \( \Omega_a = \{ x \in \Omega : \zeta^\top a(x) \zeta > 0 \ \forall \zeta \in \mathbb{R}^d \} \). If this smoothness requirement is violated, the discretization method has to be modified accordingly, cf. \([12]\). We note that under these assumptions, the following Galerkin orthogonality property holds:

\[
B_{DG}(u - u_{DG}, v) = 0 \quad \forall v \in S_{h,p}.
\]

For simplicity of presentation, it will be assumed in the proceeding analysis, that the velocity vector \( b \) satisfies the following assumption:

\[
b \cdot \nabla_{T_h} v \in S_{h,p} \quad \forall v \in S_{h,p}.
\]

To ensure that (1) is then meaningful (i.e., that the characteristic curves of the differential operator \( L \) are correctly defined), we still assume that \( b \in [W^1_{\infty}(\Omega)]^d \).

### 4 Approximation results

In this section we develop the necessary approximation results needed for the forthcoming \( a \) \textit{priori} error estimation developed in Section 5. To this end, on the reference element \( \hat{\kappa} \), we define \( \hat{\Pi}_p \), to denote the orthogonal projector in \( L_2(\hat{\kappa}) \) onto the space of polynomials \( Q_p(\hat{\kappa}) \); i.e., given that \( \hat{v} \in L_2(\hat{\kappa}) \), we define \( \hat{\Pi}_p \hat{v} \) by

\[
(\hat{v} - \hat{\Pi}_p \hat{v}, \hat{w})_{\hat{\kappa}} = 0 \quad \forall \hat{w} \in Q_p(\hat{\kappa}),
\]

where \((\cdot, \cdot)_{\hat{\kappa}}\) denotes the \( L_2(\hat{\kappa}) \) inner product. Similarly, we define the \( L_2 \)-projection operators \( \Pi_p \) and \( \Pi_p(\hat{\kappa}) \) on \( \hat{\kappa} \) and \( \kappa \), respectively, by the relations

\[
\hat{\Pi}_p \hat{v} := (\hat{\Pi}_p(\hat{v} \circ F_\kappa)) \circ F_\kappa^{-1}, \quad \Pi_p v := (\Pi_p(v \circ Q_\kappa)) \circ Q_\kappa^{-1},
\]

for \( \hat{v} \in L_2(\hat{\kappa}) \) and \( v \in L_2(\kappa) \), respectively.

We remark that this choice of projector is essential in the following \( a \) \textit{priori} error analysis, in order to ensure that

\[
(u - \Pi_p u, b \cdot \nabla_{T_h} v) = 0
\]

for all \( v \) in \( S_{h,p} \). We remark that this same choice of projector is also necessary in the corresponding case when (12) fails to hold; in this situation an equality of the form (13) with \( b \) replaced by a suitable projection of \( b \) is still necessary for the underlying analysis; cf. \([5]\).

We now quote the following approximation result on the reference element \( \hat{\kappa} \).

**Lemma 4.1** Let \( \hat{\kappa} \) be the reference element \((-1,1)^d \), and let \( \hat{f} \) denote one of its faces. Given a function \( \hat{v} \in H^k(\hat{\kappa}) \), the following error bounds hold:

\[
\|\hat{\partial} - \hat{\Pi}_p \hat{v}\|_{L_2(\hat{\kappa})} \leq C\|\hat{\partial}\|_{H^s(\hat{\kappa})}, \quad 0 \leq s \leq \min(p+1,k),
\]

(14)

\[
\|\hat{\partial} - \hat{\Pi}_p \hat{v}\|_{L_2(\hat{f})} \leq C\|\hat{\partial}\|_{H^s(\hat{\kappa})}, \quad 1 \leq s \leq \min(p+1,k),
\]

(15)

\[
|\hat{\partial} - \hat{\Pi}_p \hat{v}|_{H^1(\hat{\kappa})} \leq C\|\hat{\partial}\|_{H^s(\hat{\kappa})}, \quad 1 \leq s \leq \min(p+1,k),
\]

(16)

\[
|\hat{\partial} - \hat{\Pi}_p \hat{v}|_{H^1(\hat{f})} \leq C\|\hat{\partial}\|_{H^s(\hat{\kappa})}, \quad 2 \leq s \leq \min(p+1,k),
\]

(17)

where \( C \) is a positive constant which depends only on the dimension \( d \) and the polynomial order \( p \).
The Frobenius-norm, for a tensor $A$, is defined as $\|A\|_F = \sqrt{\sum_{i=1}^n A_{i1i2\ldots iN}^2}$. A 0th-order tensor is a scalar, a 1st-order tensor is a vector, a 2nd-order tensor is a matrix, and so on.

**Proof.** The proof of the estimates (14), (15), (16), and (17) are, for example, given, respectively, in [12] (Lemma 3.4 and Lemma 3.6, respectively), and [5] (Lemma 3.7 on p. 48 and Corollary 3.21 on p. 59, respectively).

**Corollary 4.2** Using the notation of Lemma 4.1, there exists a positive constant $C$, which depends only on the dimension $d$ and the polynomial order $p$, such that

\[
\begin{align*}
\|v - \Pi_p v\|_{L^2(\nu)} &\leq C \det(J_{F_n})^{1/2} \|v\|_{H^s(\hat{k})}, & 0 \leq s \leq \min(p + 1, k), \\
\|v - \Pi_p v\|_{L^2(\mu)} &\leq C |m_f|^{1/2} \|v\|_{H^s(\hat{k})}, & 1 \leq s \leq \min(p + 1, k), \\
\|v - \Pi_p v\|_{H^s(\nu)} &\leq C \left|\det(J_{F_n})\right|^{1/2} \|J_{F_n}^{-T}\|_2 \|v\|_{H^s(\hat{k})}, & 1 \leq s \leq \min(p + 1, k), \\
\|v - \Pi_p v\|_{H^s(\mu)} &\leq C |m_f|^{1/2} \|J_{F_n}^{-T}\|_2 \|v\|_{H^s(\hat{k})}, & 2 \leq s \leq \min(p + 1, k).
\end{align*}
\]

**Proof.** The proof of the each inequality stated in the corollary is based on exploiting a standard scaling argument to the respective left-hand sides of the approximation results stated in Lemma 4.1, together with (5), (8), and (9); see [6] for details.

Finally, it remains to scale the $H^s(\hat{k})$, $s \geq 0$, semi-norm defined on the reference element $\hat{k}$ to $\hat{k}$ based on employing the affine element transformation $F_{\hat{k}}$. In order to retain the anisotropic mesh information within the Jacobi matrix $J_{F_{\hat{k}}}$, we first re-write the square of the $H^s(\hat{k})$ semi-norm of a function $\hat{v}$ in terms of the integral of the square of the Frobenius norm of an $s$th-order tensor containing the $s$th-order derivatives of $\hat{v}$. With this definition the transformation of the $s$th-order derivatives of $\hat{v}$ defined over $\hat{k}$ may naturally be transformed to derivatives of the (mapped) function $\hat{v}$ defined over $\hat{k}$. Indeed, for the case when $s = 2$, this approach is analogous to the technique employed in [4].

To this end, we now introduce the following tensor notation: here, and in the following we use calligraphic letters $A, B, \ldots$ to denote $N$th-order tensors, where it is understood that a 0th-order tensor is a scalar, a 1st-order tensor is a vector, a 2nd-order tensor is a matrix, and so on. The following discussion regarding tensors is based on the work presented in the article [17].

Firstly, we define a way of multiplying a tensor by a matrix.

**Definition 4.3** The $n$-mode product of a tensor $A \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$ by a matrix $U \in \mathbb{R}^{J_n \times I_n}$, denoted by $A \times_n U$, is an $I_1 \times I_2 \times \ldots \times I_{n-1} \times J_n \times I_{n+1} \times \ldots \times I_N$-tensor of which the entries are given by

\[
(A \times_n U)_{i_1i_2\ldots i_{n-1}j_ni_{n+1}\ldots i_N} := \sum_{i_n=1}^{I_n} (A)_{i_1i_2\ldots i_{n-1}i_ni_{n+1}\ldots i_N} (U)_{j_ni_n}.
\]

By considering a vector $v$ as an $I_n \times 1$ matrix, then an $n$-mode product of $v^T$ and $A$ can be formed to produce an $I_1 \times I_2 \times \ldots \times I_{n-1} \times 1 \times I_{n+1} \times \ldots \times I_N$-tensor. This tensor could be viewed as an $(N-1)$-tensor, but instead we leave it as an $N$-tensor in order that we can form other $m$-mode products without the value of $m$ having to change. However, if we have a $1 \times 1 \times \ldots \times 1$-tensor then we simply view this as a scalar. The $n$-mode product satisfies the following property: for a tensor $A \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$ and the matrices $F \in \mathbb{R}^{J_n \times I_n}$ and $G \in \mathbb{R}^{J_n \times I_m}$, $n \neq m$, we have

\[
(A \times_n F) \times_m G = (A \times_m G) \times_n F = A \times_n F \times_m G.
\]

The Frobenius-norm, $\| \cdot \|_F$, of a tensor $A \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$ is defined by

\[
\|A\|_F^2 = \sum_{i_1=1}^{I_1} \sum_{i_2=1}^{I_2} \cdots \sum_{i_N=1}^{I_N} (A)_{i_1i_2\ldots i_N}^2.
\]
Exploiting the properties of the Frobenius norm and the definition of the $n$-mode product of a tensor by a matrix, it can be shown that

$$\| A \times_n Q \|_F = \| A \|_F,$$

(19)

where $A \in \mathbb{R}^{l_1 \times l_2 \times \ldots \times l_N}$ is an $N$-tensor and $Q \in \mathbb{R}^{l_q \times l_n}$ is an orthonormal matrix, cf. [6].

In order to rescale $|\hat{v}|^2_{H^s(\tilde{\kappa})}$ to the corresponding quantity on $\hat{\kappa}$, we first note that

$$|\hat{v}|^2_{H^s(\hat{\kappa})} = \int_\kappa \| \hat{D}^s(\hat{v}) \|_F^2 \, d\hat{x},$$

where $\hat{D}^s(\hat{v}) \in \mathbb{R}^{d \times d \times \cdots \times d}$ is the $s$th-order tensor containing the $s$th-order derivatives of $\hat{v}$ with respect to the coordinate system $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_d)$, i.e.,

$$(\hat{D}^s(\hat{v}))_{i_1, i_2, \ldots, i_s} = \frac{\partial^s \hat{v}}{\partial \hat{x}_{i_1} \cdots \partial \hat{x}_{i_s}}, \quad i_k = 1, \ldots, d, \text{ for } k = 1, \ldots, s.$$  

Thereby, for $s = 0$, $\hat{D}^s(\hat{v}) = \hat{v}$, for $s = 1$, $\hat{D}^s(\hat{v})$ is the gradient vector, and for $s = 2$, $\hat{D}^s(\hat{v})$ is the Hessian matrix of second-order derivatives. Writing $\hat{D}^s(\hat{v}) \in \mathbb{R}^{d \times d \times \cdots \times d}$ to denote the $s$th-order tensor containing the $s$th-order derivatives of $\hat{v}$ with respect to the coordinate system $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_d)$, we now state the following lemma relating $|\hat{v}|^2_{H^s(\hat{\kappa})}$ to $|\hat{v}|^2_{H^s(\tilde{\kappa})}$.

**Lemma 4.4** Under the foregoing assumptions, for $\hat{v} \in H^s(\tilde{\kappa})$, $s \geq 0$, we have that

$$|\hat{v}|^2_{H^s(\tilde{\kappa})} = |\det(J_{F_{\kappa}})^{-1}| \int_\kappa \| \hat{D}^s(\hat{v}) \times_1 J_{F_{\kappa}}^T \times_2 J_{F_{\kappa}}^T \times_3 \ldots \times_s J_{F_{\kappa}}^T \|_F^2 \, d\hat{x}. \quad (20)$$

**Proof.** The proof of the lemma follows by repeated application of the chain rule, together with Definition 4.3 and the property (18) above; see [6] for details. 

**Remark 4.5** For the case when $s = 0$, Lemma 4.4 simply states the change of variable formula for the $L_2$-norm. For $s = 1$ we note that the expression inside the Frobenius norm on the right-hand side of (20) gives rise to the usual change of variables for the gradient operator, namely,

$$\hat{D}^s(\hat{v}) = \nabla_{\hat{x}} \hat{v} = \hat{D}^s(\hat{v}) \times_1 J_{F_{\kappa}}^T = J_{F_{\kappa}} \nabla_{\hat{x}} \hat{v},$$

where $\nabla_{\hat{x}}$ and $\nabla_{\hat{x}}$ denote the gradient operator with respect to the coordinate systems $\hat{x}$ and $\hat{x}$, respectively. Similarly, for $s = 2$, this same expression may be written in the more familiar form

$$H_{\hat{x}}(\hat{v}) = J_{F_{\kappa}}^T H_{\hat{x}}(\hat{v}) J_{F_{\kappa}},$$

where $H_{\hat{x}}(\cdot)$ and $H_{\hat{x}}(\cdot)$ denote the Hessian matrix operators with respect to the coordinate systems $\hat{x}$ and $\hat{x}$, respectively, cf. [4].

In order to describe the length scales and orientation of the element $\hat{\kappa}$ we adopt a similar approach to that developed in [4]. Namely, we perform an SVD decomposition of the Jacobi matrix $J_{F_{\kappa}}$ of the affine element mapping $F_{\kappa}$. Thereby, we write

$$J_{F_{\kappa}} = U_{\kappa} \Sigma_{\kappa} V_{\kappa}^T,$$

where $U_{\kappa}$ and $V_{\kappa}$ are $d \times d$ orthogonal matrices containing the left and right singular vectors of $J_{F_{\kappa}}$, respectively, and $\Sigma_{\kappa} = \text{diag}(\sigma_1, \kappa, \sigma_2, \kappa, \ldots, \sigma_{d, \kappa})$ is a $d \times d$ diagonal matrix containing the singular values $\sigma_{i, \kappa}$, $i = 1, \ldots, d$, of $J_{F_{\kappa}}$. By convention, we assume that $\sigma_1, \kappa \geq \sigma_2, \kappa \geq \ldots \geq \sigma_{d, \kappa} > 0$. Writing $U_{\kappa} = (u_{1, \kappa}, \ldots, u_{d, \kappa})$, where $u_{i, \kappa}$, $i = 1, \ldots, d$, denote the left singular vectors of $J_{F_{\kappa}}$, we note that $u_{i, \kappa}$, $i = 1, \ldots, d$, give the direction of stretching of the element
\( \kappa \), while \( \sigma_{i,\kappa}, i = 1, \ldots, d \), give the stretching lengths in the respective directions. Indeed, for axiparallel meshes, as considered in [5], for example, then \( \mathbf{u}_{i,\kappa}, i = 1, \ldots, d \) will be parallel to the coordinates axes and \( \sigma_{i,\kappa}, i = 1, \ldots, d \) will denote the local mesh length within the respective coordinate direction.

With this notation, we make the following observations

\[
| \det(J_{F,\kappa}) | = \Pi_{i=1}^d \sigma_{i,\kappa}, \quad \| J_{F,\kappa}^T \|_2 = 1/\sigma_{d,\kappa}, \quad m_f \leq C_T \Pi_{i=1}^{d-1} \sigma_{i,\kappa},
\]

where \( C_T \) is a positive constant independent of the element size. Employing (19), we note that

\[
\begin{align*}
\| D^s(\tilde{v}) \times_1 J_{F,\kappa}^T \times_2 J_{F,\kappa}^T \times_3 \ldots \times_s J_{F,\kappa}^T \|_F^2 \\
= \sum_{i_1=1}^{d} \sum_{i_2=1}^{d} \ldots \sum_{i_s=1}^{d} (\sigma_{i_1,\kappa} \sigma_{i_2,\kappa} \ldots \sigma_{i_s,\kappa})^2 (D^s(\tilde{v}) \times_1 \mathbf{u}_{i_1,\kappa}^T \times_2 \mathbf{u}_{i_2,\kappa} \times_3 \ldots \times_s \mathbf{u}_{i_s,\kappa})^2 \\
eq \| D^s_\kappa(\tilde{v}, \Sigma, U) \|_F^2.
\end{align*}
\]

Thereby, exploiting (21) and (22) together with Corollary 4.2, we deduce the following approximation results.

**Theorem 4.6** Using the notation of Lemma 4.1, there exists a positive constant \( C \), which depends only on the dimension \( d \) and the polynomial order \( p \), such that

\[
\begin{align*}
\| v - \Pi_p v \|_{L^2(\kappa)} &\leq C \left[ \int_{\hat{\kappa}} D^s_\kappa(\tilde{v}, \Sigma, U) \, d\hat{x} \right]^{1/2}, \quad 0 \leq s \leq \min(p+1, k), \\
\| v - \Pi_p v \|_{L^2(f)} &\leq C |\sigma_{d,\kappa}|^{-1/2} \left[ \int_{\hat{\kappa}} D^s_\kappa(\tilde{v}, \Sigma, U) \, d\hat{x} \right]^{1/2}, \quad 1 \leq s \leq \min(p+1, k), \\
\| v - \Pi_p v \|_{H^1(\kappa)} &\leq C |\sigma_{d,\kappa}|^{-1} \left[ \int_{\hat{\kappa}} D^s_\kappa(\tilde{v}, \Sigma, U) \, d\hat{x} \right]^{1/2}, \quad 1 \leq s \leq \min(p+1, k), \\
\| v - \Pi_p v \|_{H^1(f)} &\leq C \frac{m_f}{m_\kappa}^{1/2} |\sigma_{d,\kappa}|^{-1} \left[ \int_{\hat{\kappa}} D^s_\kappa(\tilde{v}, \Sigma, U) \, d\hat{x} \right]^{1/2}, \quad 2 \leq s \leq \min(p+1, k).
\end{align*}
\]

**Remark 4.7** For the purposes of deriving the forthcoming a priori error bound on the error in the computed target functional, cf. Theorem 5.2 below, it is convenient to leave the statement of the fourth approximation result above in terms of \( m_f \) and \( m_\kappa \), rather than in terms of the stretching factors \( \sigma_{i,\kappa}, i = 1, \ldots, d \), solely, since these quantities naturally arise within the definition of the discontinuity-penalization parameter \( \sigma \) defined in (10).

In the next section, we consider the a posteriori and a priori error analysis of the discontinuous Galerkin finite element method (6) in terms of certain linear target functionals of practical interest.

5 **A posteriori and a priori error analysis**

Very often in problems of practical importance the quantity of interest is an output or target functional \( J(\cdot) \) of the solution. Relevant examples include the lift and drag coefficients for a body immersed into a viscous fluid, the local mean value of the field, or its flux through the outflow boundary of the computational domain. The aim of this section is to develop the a posteriori and a priori error analysis for general linear target functionals \( J(\cdot) \) of the solution; for related work, we refer to [2, 10, 13, 14], for example.
5.1 Type I a posteriori error analysis

In this section we consider the derivation of so-called Type I (cf. [13]) or weighted a posteriori error bounds. Following the argument presented in [13, 14] we begin our analysis by considering the following dual or adjoint problem: find \( z \in H^2(\Omega, T_h) \) such that

\[
B_{DG}(w, z) = J(w) \quad \forall w \in H^2(\Omega, T_h).
\]

(23)

Let us assume that (23) possesses a unique solution. Clearly, the validity of this assumption depends on the choice of the linear functional under consideration; typical examples covered by our hypothesis are considered in [13].

For a given linear functional \( J(\cdot) \) the proceeding a posteriori error bound will be expressed in terms of the finite element residual \( R_{int} \) defined on \( \kappa \in T_h \) by

\[
R_{int}|_{\kappa} = (f - L u_{DG})|_{\kappa},
\]

which measures the extent to which \( u_{DG} \) fails to satisfy the differential equation on the union of the elements \( \kappa \) in the mesh \( T_h \); thus we refer to \( R_{int} \) as the internal residual. Also, since \( u_{DG} \) only satisfies the boundary conditions approximately, the differences \( g_D - u_{DG} \) and \( g_N - (a \nabla u_{DG}) \cdot n \) are not necessarily zero on \( \Gamma_D \cup \Gamma_- \) and \( \Gamma_N \), respectively; thus we define the boundary residuals \( R_D \) and \( R_N \), respectively, by

\[
R_D|_{\partial \kappa \cap (\Gamma_D \cup \Gamma_-)} = (g_D - u_{DG}^+)|_{\partial \kappa \cap (\Gamma_D \cup \Gamma_-)}, \quad R_N|_{\partial \kappa \cap \Gamma_N} = (g_N - (a \nabla u_{DG}^+) \cdot n)|_{\partial \kappa \cap \Gamma_N}.
\]

On choosing \( w = u - u_{DG} \) in (23) and recalling the linearity of \( J(\cdot) \) and the Galerkin orthogonality property (11), we deduce the following error representation formula

\[
J(u) - J(u_{DG}) = J(u - u_{DG}) = B_{DG}(u - u_{DG}, z) = B_{DG}(u - u_{DG}, z - z_{h,p})
\]

(24)

for all \( z_{h,p} \in S_{h,p} \), which equates the error in the computed target function \( J(\cdot) \) in terms of quantities involving the product of the error \( u - u_{DG} \) in the underlying computed solution \( u_{DG} \) and the weighting term (projection error) \( z - z_{h,p} \). Using the consistency of the DGFEM, upon application of the triangle inequality theorem, we note that (24) may be expressed in the following form

\[
J(u) - J(u_{DG}) = E_{\Omega}(u_{DG}, z - z_{h,p}) = \sum_{\kappa \in T_h} \eta_{\kappa},
\]

where

\begin{align*}
\eta_{\kappa} &= \int_{\kappa} R_{int}(z - z_{h,p}) \, dx - \int_{\partial \kappa \cap \Gamma}(b \cdot n_{\kappa}) R_D(z - z_{h,p})\, ds \\
&\quad + \int_{\partial \kappa \cap \Gamma}(b \cdot n_{\kappa}) (u_{DG})(z - z_{h,p})\, ds - \int_{\partial \kappa \cap \Gamma_D} R_D((a \nabla(z - z_{h,p}))\cdot n_{\kappa}) \, ds \\
&\quad + \int_{\partial \kappa \cap \Gamma_D} \nabla R_D(z - z_{h,p})\, ds + \int_{\partial \kappa \cap \Gamma_N} R_N(z - z_{h,p})\, ds - \int_{\partial \kappa \cap \Gamma} \nabla[u_{DG}](z - z_{h,p})\, ds \\
&\quad + \frac{1}{2} \int_{\partial \kappa \cap \Gamma} \{[u_{DG}](a \nabla(z - z_{h,p}))\cdot n_{\kappa} - [(a \nabla u_{DG}) \cdot n_{\kappa}](z - z_{h,p})\} \, ds
\end{align*}

(25)

for all \( z_{h,p} \in S_{h,p} \). Thereby, on application of the triangle inequality, we deduce the following Type I a posteriori error bound.

**Proposition 5.1** Let \( u \) and \( u_{DG} \) denote the solutions of (1), (3) and (6), respectively, and suppose that the dual solution \( z \) is defined by (23). Then, the following Type I a posteriori error bound holds:

\[
|J(u) - J(u_{DG})| \leq E_{\Omega}(u_{DG}, z - z_{h,p}) = \sum_{\kappa \in T_h} |\eta_{\kappa}|,
\]

(26)

where \( \eta_{\kappa} \) is defined as in (25).
As discussed in [10, 14], the local weighting terms involving the difference between the dual solution $z$ and its projection/interpolant $z_{h,p}$ onto $S_{h,p}$ appearing in the Type I bound (26) provide useful information concerning the global transport of the error. Thereby, we refrain from eliminating the weighting terms involving the (unknown) dual solution $z$ and approximate $z$ numerically; this will be discussed in Section 6.

### 5.2 A priori error bounds

In this section we derive an a priori error bound for the interior penalty DGFEM introduced in Section 2.2. To this end, let us now assume that the volume of the elements, denoted by $m_{\kappa}$ for each $\kappa \in \mathcal{T}_h$, cf. above, has bounded local variation; i.e., there exists a constant $C_8 \geq 1$ such that, for any pair of elements $\kappa$ and $\kappa'$ which share a $(d-1)$-dimensional face,

$$C_8^{-1} \leq m_{\kappa}/m_{\kappa'} \leq C_8. \tag{27}$$

With this hypothesis, we now proceed to prove the main result of this section.

**Theorem 5.2** Let $\Omega \subset \mathbb{R}^d$ be a bounded polyhedral domain, $\mathcal{T}_h = \{ \kappa \}$ a subdivision of $\Omega$ into elements, constructed as in Section 2.1, such that the elemental volumes satisfy the bounded local variation condition (27). Then, assuming that the foregoing assumptions on the data hold, and $u \in H^s(\Omega, \mathcal{T}_h)$, $k \geq 2$, $z \in H^l(\Omega, \mathcal{T}_h)$, $l \geq 2$, then the solution $u_{DG} \in S_{h,p}$ of (6) obeys the error bound

$$|J(u) - J(u_{DG})|^2 \leq C \left( \sum_{\kappa \in \mathcal{T}_h} \left\{ \frac{\alpha}{\sigma^2_{d,\kappa}} + \frac{\beta_2}{\sigma^2_{d,\kappa}} + (\beta_1 + \gamma_1) \right\} \int_{\partial \kappa} D_{DG}^2(\tilde{u}, \Sigma_{\kappa}, U_{\kappa}) \, d\tilde{x} \right)$$

$$\times \left( \sum_{\kappa \in \mathcal{T}_h} \left\{ \frac{\alpha}{\sigma^2_{d,\kappa}} + \frac{\beta_2}{\sigma^2_{d,\kappa}} + (\beta_1 + \gamma_2) \right\} \int_{\partial \kappa} D_{DG}^2(\tilde{z}, \Sigma_{\kappa}, U_{\kappa}) \, d\tilde{x} \right),$$

for $2 \leq s \leq \min(p+1, k)$ and $2 \leq t \leq \min(p+1, l)$, where $\alpha_{|\kappa} = \tilde{a}_{\kappa}$, $\beta_{1|\kappa} = ||c + \nabla \cdot b||_{L^\infty(\kappa)}$, $\beta_{2|\kappa} = \|b\|_{L^\infty(\kappa)}$, $\gamma_{1|\kappa} = \|c/c_0\|_{L^\infty(\kappa)}$, $\gamma_{2|\kappa} = \|\nabla \cdot b/c_0\|_{L^\infty(\kappa)}$, for all $\kappa \in \mathcal{T}_h$. Here, $C$ is a positive constant depending on the dimension $d$, the polynomial degree $p$, and the parameters $C_i$, $i = 1, \ldots, 8$.

**Proof.** Decomposing the error $u - u_{DG}$ as

$$u - u_{DG} = (u - \Pi_p u) + (\Pi_p u - u_{DG}) \equiv \eta + z,$$

where $\Pi_p$ denotes the $L_2$-projection operator introduced in Section 4, we note that the error in the target functional $J(\cdot)$ may be expressed as follows:

$$J(u) - J(u_{DG}) = B_{DG}(\eta, z - z_{h,p}) + B_{DG}(\xi, z - z_{h,p}). \tag{28}$$

Defining $z_{h,p} = \Pi_p z$, after a lengthy, but straightforward calculation, the two terms on the right-hand side of (28) may be separately estimated, in order to deduce the following bound:

$$|J(u) - J(u_{DG})|^2$$

$$\leq C \left( \sum_{\kappa \in \mathcal{T}_h} \left\{ \|\sqrt{a} \nabla \eta\|_{L^2(\kappa)}^2 + (\beta_1 + \gamma_1) \|\eta\|_{L^2(\kappa)}^2 + \beta_{2\sigma_{d,\kappa}} \|\nabla \eta\|_{L^2(\kappa)}^2 + ||\eta||_{\delta_{-\kappa}}^2 \right\} \right)$$

$$\times \left( \sum_{\kappa \in \mathcal{T}_h} \left\{ \|\sqrt{a} \nabla w\|_{L^2(\kappa)}^2 + (\beta_1 + \beta_2 \sigma_{d,\kappa}^{-1} + \gamma_2) \|w\|_{L^2(\kappa)}^2 + ||w||_{\delta_{-\kappa}}^2 \right\} \right),$$

where

$$a = \frac{\partial^2 f}{\partial \nabla u_0 \partial \nabla z_0} \left( \partial \nabla u_0 \partial \nabla z_0 \right)^T + \beta \sigma_{d,\kappa}^2 \partial \nabla u_0 \partial \nabla z_0$$

and $\beta_1 = \|\nabla \cdot b\|_{L^\infty(\kappa)}$, $\beta_2 = \|b\|_{L^\infty(\kappa)}$, $\gamma_1 = \|c/c_0\|_{L^\infty(\kappa)}$, $\gamma_2 = \|\nabla \cdot b/c_0\|_{L^\infty(\kappa)}$, for all $\kappa \in \mathcal{T}_h$. Here, $C$ is a positive constant depending on the dimension $d$, the polynomial degree $p$, and the parameters $C_i$, $i = 1, \ldots, 8$.
where \( w = z - z_{h,p} \). The statement of the theorem now follows by application of Theorem 4.6, the definition of the discontinuity-penalization parameter \( \vartheta \) stated in (10), together with the bounded variation of the elemental volumes (27) and the scaling estimates stated in (21).

**Remark 5.3** The above result represents an extension of the a priori error bound derived in the article [9] to the case when general anisotropic computational meshes are employed. We note that although the analysis presented in [9] assumed shape-regular meshes, the explicit dependence of the polynomial degree was retained in the resulting a priori error bound; however, following the arguments in [9] an analogous \( hp \)-version bound of the form stated in Theorem 5.2 may easily be deduced.

**Remark 5.4** The a priori bound stated in Theorem 5.2 clearly highlights that in order to minimize the error in the computed target functional \( J(\cdot) \), the design of an optimal mesh must exploit anisotropic information emanating from both the primal and dual solutions \( u \) and \( z \), respectively. Indeed, a mesh solely optimized for \( u \) may be completely inappropriate for \( z \), and vice versa, thus there must be a trade-off between aligning the elements with respect to either solution in order to minimize the overall error in \( J(\cdot) \).

### 6 Adaptive algorithm

For a user-defined tolerance \( TOL \), we now consider the problem of designing an appropriate finite element mesh \( T_h \) such that

\[
|J(u) - J(u_{DG})| \leq TOL,
\]

subject to the constraint that the total number of elements in \( T_h \) is minimized; for simplicity of presentation, in this section we only consider the case when \( \Omega \subset \mathbb{R}^2 \). Following the discussion presented [13], we exploit the a posteriori error bound (26) with \( z \) replaced by a discontinuous Galerkin approximation \( \tilde{z} \) computed on the same mesh \( T_h \) used for the primal solution \( u_{DG} \), but with a higher degree polynomial, i.e., \( \tilde{z} \in S_{h,\hat{p}} ; \hat{p} = p + p_{inc} \); in Section 7, we set \( p_{inc} = 1 \), cf. [10, 14]. Thereby, in practice we enforce the stopping criterion

\[
\hat{E}|\Omega| = E|\Omega|(u_{DG}; \tilde{z} - z_{h,p}) \leq TOL. \tag{29}
\]

If (29) is not satisfied, then the elements are marked for refinement/derefinement according to the size of the (approximate) error indicators \( |\tilde{\eta}_n| \); these are defined analogously to \( |\eta_k| \) in (25) with \( z \) replaced by \( \tilde{z} \). In Section 7 we use the fixed fraction mesh refinement algorithm, with refinement and derefinement fractions set to 20% and 10%, respectively.

To subdivide the elements which have been flagged for refinement, we employ a simple Cartesian refinement strategy; here, elements may be subdivided either anisotropically or isotropically according to the three refinements (in two-dimensions, i.e., \( d = 2 \)) depicted in Figure 2. In order to determine the optimal refinement, stimulated by the articles [19, 20], we propose the
following strategy based on choosing the most competitive subdivision of $\kappa$ from a series of trial refinements, whereby an approximate local error indicator on each trial patch is determined. More precisely, given an element $\kappa$ in the computational mesh $T_h$ (which has been marked for refinement), we first construct the mesh patches $T_{h,1}$ and $T_{h,2}$ based on refining $\kappa$ anisotropically according to Figures 2(a) & (b), respectively. On each mesh patch, $T_{h,i}$, $i = 1, 2$, we compute the approximate error estimators

$$\hat{\varepsilon}_{\kappa,i}(u_{DG,i}, \hat{z}_i - z_{h,p}) = \sum_{\kappa' \in T_{h,i}} \eta_{\kappa',i},$$

for $i = 1, 2$, respectively. Here, $u_{DG,i}$, $i = 1, 2$, is the discontinuous Galerkin approximation to (1), (3) computed on the mesh patch $T_{h,i}$, $i = 1, 2$, respectively, based on enforcing appropriate boundary conditions on $\partial \kappa$ computed from the original discontinuous Galerkin solution $u_{DG}$ on the portion of the boundary $\partial \kappa$ which is interior to the computational domain $\Omega$, i.e., where $\partial \kappa \cap \Gamma = \emptyset$. Similarly, $\hat{z}_i$ denotes the discontinuous Galerkin approximation to $z$ computed on the local mesh patch $T_{h,i}$, $i = 1, 2$, respectively, with polynomials of degree $\hat{p}$, based on employing suitable boundary conditions on $\partial \kappa \cap \Gamma = \emptyset$ derived from $\hat{z}$. Finally, $\eta_{\kappa',i}$, $i = 1, 2$, is defined in an analogous manner to $\eta_{\kappa}$, cf. (25) above, with $u_{DG}$ and $z$ replaced by $u_{DG,i}$ and $\hat{z}_i$, respectively.

Given an anisotropy parameter $\theta > 0$, isotropic refinement is selected when

$$\frac{\max_{i=1,2} |\hat{\varepsilon}_{\kappa,i}(u_{DG,i}, \hat{z}_i - z_{h,p})|}{\min_{i=1,2} |\hat{\varepsilon}_{\kappa,i}(u_{DG,i}, \hat{z}_i - z_{h,p})|} < \theta;$$

otherwise an anisotropic refinement is performed based on which refinement gives rise to the smallest predicted error indicator, i.e., the subdivision for which $|\hat{\varepsilon}_{\kappa,i}(u_{DG,i}, \hat{z}_i - z_{h,p})|$, $i = 1, 2$, is minimal. Based on computational experience, we select $\theta = 3$.

7 Numerical experiments

In this section we present a number of experiments to numerically to demonstrate the performance of the anisotropic adaptive algorithm outlined in Section 6.

7.1 Example 1

In this first example we consider a linear advection problem on the rectangular domain $\Omega = (0, 2) \times (0, 1)$, where $a = 0$, $c = 0$, $f = 0$, and

$$b = \begin{cases} (y, 1-x)^T & \text{if } x < 1, \\ (2-y, x-1)^T & \text{if } x \geq 1. \end{cases}$$

On the inflow boundary $\Gamma_-$, we select $u(x, y) = 1$ along $y = 0$, $1/8 < x < 3/4$ and $u(x, y) = 0$, elsewhere. Thereby, the analytical is piecewise constant, with discontinuities across the two characteristics emanating from the points $(x, y) = (1/8, 0)$ and $(x, y) = (3/4, 0)$ located on the inflow boundary. Here, we suppose that the aim of the computation is to calculate the value of the (weighted) outflow flux along $x = 2$, $0 \leq y \leq 1$, i.e.,

$$J(u) = \int_0^1 u(2, y)\psi(y) \, dy.$$

Selecting the weight function $\psi$ as follows:

$$\psi(y) = e^{(3/8)^2 - ((y - 5/8)^2 - 3/8)^2},$$

the true value of the functional is given by $J(u) = 0.19280098502579391380$. 
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Figure 3: Example 1: Comparison between adaptive isotropic and anisotropic mesh refinement.

In Figure 3 we plot the error in the computed target functional $J(\cdot)$ with $p = 1$, i.e. bilinear elements, using both an isotropic (only) mesh refinement algorithm, together with the anisotropic refinement strategy outlined in Section 6. Here, we clearly observe the superiority of employing anisotropic mesh refinement in comparison with standard isotropic subdivision of the elements. Indeed, the error $|J(u) - J(u_{DG})|$ computed on the series of anisotropically refined meshes is always less than the corresponding quantity computed on the isotropic grids. Here, we observe that there is an initial transient whereby the error in the computed target functional decays rapidly using the former refinement algorithm, in comparison with the latter, after which the gradient of the two convergence curves become very similar. This type of behavior is indeed expected, since for a fixed order method, i.e. $h$–version, we can only expect to improve the convergence of the error by a fixed constant, as the mesh is refined. Notwithstanding this, we note that the true error between $J(u)$ and $J(u_{DG})$ using anisotropic refinement is around an order of magnitude smaller than the corresponding quantity when isotropic refinement is employed alone.

Finally, in Figure 4 we show the meshes generated using the proposed anisotropic mesh adaptation algorithm. Firstly, we note that the grid is primarily concentrated in the vicinity of the discontinuity of the analytical solution $u$ which emanates from the point $(x, y) = (3/4, 0)$ on the inflow boundary; the second discontinuity in $u$ is significantly less refined, as the resolution of this sharp feature in the solution is not important for the accurate computation of the selected target functional, cf. [10], for example. Secondly, we observe that the refinement algorithm has clearly identified the anisotropy in the underlying primal and dual solutions, and refined the mesh accordingly. Indeed, here we observe that in regions where the discontinuities in $u$ are well aligned with the mesh lines of the original background mesh, anisotropic refinement has been employed; in other regions of the computational domain, isotropic refinement has been utilized.

7.2 Example 2

In this second example we consider Poisson’s equation on the unit square $\Omega = (0, 1)^2$, where $a = I$, $b = 0$, $c = 0$, and $f$ is selected so that the analytical solution to (1), (3) is given by

$$u(x, y) = 4y(1 - y)(1 - e^{-\alpha x} - (1 - e^{-\alpha})x);$$
setting $\alpha = 100$ gives rise to a strong boundary layer along the boundary $x = 0, 0 \leq y \leq 1$, cf. [4]. In this section, we select

$$J(u) = \int_0^1 \frac{\partial u}{\partial n}(0, y) \psi(y) \, dy, \quad \psi = e^{-10000(y-1/2)^4};$$

thereby, $J(u) = -17.704136538610340970$. For dual consistency we use the following consistent reformulation of $J(\cdot)$:

$$\tilde{J}(u) = \int_0^1 \left( \frac{\partial u}{\partial n}(0, y) - \vartheta(u(0, y) - g_D) \right) \psi(y) \, dy,$$

cf. [8], for details.

To demonstrate the versatility of the proposed refinement algorithm, in this section we employ bi-quadratic elements, i.e., $p = 2$. To this end, in Figure 5 we plot the error in the computed target functional $J(\cdot)$ using both isotropic and anisotropic mesh refinement. As in the previous section, we clearly observe the superiority of employing anisotropic mesh refinement in comparison with standard isotropic subdivision of the elements. Indeed, the error $|J(u) - J(u_{DG})|$ computed on the series of anisotropically refined meshes is always less than the corresponding quantity computed on isotropic grids. As before, we observe that there is an initial transient whereby the error in the computed target functional decays rapidly using the anisotropic refinement algorithm, in comparison with isotropic refinement, after which the gradient of the two convergence curves become very similar. Moreover, after this transient, the true error between $J(u)$ and $J(u_{DG})$ using anisotropic refinement is over an order of magnitude smaller than the corresponding quantity when isotropic refinement is employed alone.

Finally, in Figure 6 we show the meshes generated using the proposed anisotropic mesh adaptation algorithm. Here, we observe that the boundary layer along $x = 0, 0 \leq y \leq 1$,
Figure 5: Example 2: Comparison between adaptive isotropic and anisotropic mesh refinement.

Figure 6: Example 2: Anisotropic meshes after: (a) 8 adaptive refinements, with 298 elements; (b) 15 adaptive refinements, with 1070 elements.
has been significantly refined, as we would expect, with the elements being mostly refined in the direction parallel to the boundary. We note, however, that some isotropic refinement is performed in the region of the boundary layer where the anisotropy of the dual solution $z$ is perpendicular to $\Gamma$.

8 Concluding remarks

In this paper, we have been concerned with the a priori and a posteriori error analyses of the (symmetric) interior penalty discontinuous Galerkin finite element discretization of second-order partial differential equations with nonnegative characteristic form based on employing anisotropically refined computational meshes. We have been particularly interested in the approximation of linear output functionals of the analytical solution. To this end, new sharp directionally-sensitive bounds have been derived for the polynomial approximation on anisotropic elements exploiting the ideas presented in [4]. These bounds were utilized in the proceeding a priori error analysis of the approximation error in general linear target functionals of the solution on anisotropic meshes. Moreover, Type I (weighted) a posteriori error bounds have been derived and implemented within an adaptive mesh refinement algorithm based on employing a combination of local isotropic and anisotropic mesh refinement. The performance of the resulting refinement strategy was then studied through a series of numerical experiments. In particular, we demonstrated the superiority of the proposed algorithm in comparison with standard isotropic mesh refinement.
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