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Interpolation Matrices for Radial Basis Functions
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Abstract: Interpolation of scattered data at distinct points z1, ..., 2, € IR by linear combi-
nations of translates ®(||z — z;|2) of a radial basis function ® : IR>q — IR requires the solution of a
linear system with the n by n distance matrix A := (®(||z; — 2;|2). Recent results of Ball, Narcowich
and Ward, using Laplace transform methods, provide upper bounds for ||A~!||;, while Ball, Sivaku-
mar, and Ward constructed examples with regularly spaced points to get special lower bounds. This
paper proves general lower bounds by application of results of classical approximation theory. The
bounds increase with the smoothness of ®. In most cases, they leave no more than a factor of n=2 to be
gained by optimization of data placement, starting from regularly distributed data. This follows from
comparison with results of Ball, Baxter, Sivakumar, and Ward for points on scaled integer lattices
and supports the hypothesis that regularly spaced data are near-optimal, as far as the condition of
the matrix A is concerned.
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1 Introduction

Let ® : IRso — IR be a scalar (“radial”) function, and let n distinct points (“centres”)
T1,...,2, € IR be given, forming a set X := {xy,...,2,}. As reported by Hardy [8] and
Franke [7], interpolation of real values y;, 1 <1 < n, at the centres z; by linear combinations

s(w) = a;®(|z — wjll2), o; € IR, x € IR (1.1)
7=1

of translates of ®(]|.||2) can produce very good numerical results, if ® is the “multiquadric”
®.(r) = (¢* + r*)Y/2, for instance. The interpolation problem for a function of the form (1.1)
requires the solution of the linear system

> a®(flai = ajlz) =y, 1 <i<n. (1.2)
7=1
In some cases the n functions ®(|| - —z;||;) are augmented by a basis of the space IP? of all

d-variate polynomials of total degree less than m. Let

poe=p(m,d) := (m _; + d), m>1, u(0,d):=0 (1.3)
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denote the dimension of IP?, and let a basis be given by ¢i,...,¢,. From now on, we suppress
the dependence of g on m and d to keep the notation simple. For m > 0 we additionally assume
¢1,--.,q, to be linearly independent over the set X = {x1,...,2,} of centres, which implies
n > p. Then the (n + u) by (n + p) matrix

A= ( O(Jei = jll2) anla) ) (1.4)
() 0 1<i,j<n, 1<k<p
which occurs in the generalization
n p
Z%‘D(Hl‘i —xill2) + Zﬂk%(%) = ¥, 1<i<n
= w1 (1.5)

> ajalay) + 0 =0, 1<k<uyp
j=1

of the system (1.2) is called a (generalized) distance matrix. It is nonsingular in the cases

O(r) = (4%, Boe>0,3¢2Z, m=0
(Multiquadrics for 8 =1/2)

d(r) = (E+rH7", B,e>0, m>0
(Inverse Multiquadrics for g = 1/2)

®(r) = r¥logr, f=m—d/2>0,de2IN
(Thin-plate splines)

O(r) = log(c*+7r?), ¢>0,m>0

O(r) = 7, B=m—df2, m>d/2, d€2IN—1, or
pe(0,1), de2IN -1, m>0, or
p=1/2,n>2, m>0

®(r) = exp(—ar?), «a >0, m>0, (Gaussians).

This follows from the work of Micchelli [9] and Schoenberg [15] (see also Dyn [5] and Powell [14]
for highly useful surveys of known results). Furthermore, condition numbers of A were often
observed to be quite large. Special preconditioning strategies for solving the system (1.5) were
supplied by Dyn, Levin, and Rippa [6] in a variety of special cases.

Some very interesting upper bounds for the spectral norm ||[A™!||; of A were given by Ball [1],
and Narcowich and Ward [10] [11] [12], using Laplace transform methods. These bounds are
in terms of the “separation distance”

h = lsrgéijnsnﬂxi—xjﬂz (1.6)
and hold for arbitrary placements of centres x;, 1 < j < n. Recently, a paper by Ball,
Sivakumar, and Ward [2] derived lower bounds for ||A~!||, for special regular choices of centres
by a similar technique. Furthermore, Baxter [4] has investigated the case of centres on subsets
of the integer lattice. Using the Toeplitz structure of A, he derived bounds for ||[A™!||y for
a wide class of radial basis functions including multiquadrics. His bounds are asymptotically
optimal in the sense that their behaviour for n — oc is best possible up to a constant factor.
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Since the existing lower bounds of ||A™!||; only hold for data on finite regular grids, the value
of ||[A™Y|2 might be decreased by irregular placements of centres.

This paper complements the work of Ball, Baxter, Narcowich, Sivakumar, and Ward by pro-
ducing general lower bounds for ||[A7!||z, independent of the distribution of centres and in-
dependent of the separation distance, via a completely different approach. Combined with the
other results, they provide a bound for the possible gain by optimizing the placement of centres
with respect to the condition of A. The findings of this paper are roughly of the form

1
nE(2(dln/2)71 — 1, K, )’

A7l =

where E({, K, ®) denotes the error of best Chebyshev approximation by polynomials of degree
less than £ to the function ®(1/r) on the interval [0, K*] defined via the diameter

K = 1221?%(71”% — 2|2 (1.7)

of the data set in the Euclidean norm. This relates the bound to the smoothness of ® and the
dimension d of the space, and in a very remarkable way indeed: the bound tends to be smaller,
if the smoothness of the radial basis functions is decreased. The results can be generalized to
other matrix norms than the spectral norm to which the other bounds in the literature are
confined.

2 Basic Results

We assume that the radial function ®, the n > 2 centres x; € X = {x1,...,2,}, the space
dimension d, and the polynomial order m are such that the matrix A in (1.4) is nonsingular.
For an arbitrary polynomial p € IP} we define the matrix

A, = ( p(llzs = 2[13) ae(e:)

(2.1)
() 0 >15m‘5n, 1<k<p

as an approximation to A. Note that A and A, differ only in their upper n by n submatrices
with entries ®(||@; —x||2) and p(||z; — z;||3), respectively. Thus a good approximation of ®(/r)
by a polynomial p € IP} on the set T of all real values t;; := ||x; — x;||3 will produce a good
approximation of A by A,.

We now pick two arbitrary norms |[|.||, and ||.||s on IR"** and define the usual operator norm
|B]lrs := sup { || Ball,/|[x]ls | = € IR"**\ {0} }. (2.2)

By the theorem of Weierstrass, there will be some p € IP} for ¢ large enough such that
A = Apllsr - JATH s < 1 (2.3)

holds. We now assert that (2.3) is a sufficient condition for A, to be nonsingular. In fact, for
arbitrary vectors z,y with A, = y we find

[AT Azl = [A7H (y + (A = Ap)x)l,
< AT sl lls + AT 1A = Aplls el ],

]l



and reordering yields a bound for ||A;1||T75.

Now, whenever A, is nonsingular, the n 4+ p polynomials

Pl - =xil3), 1<j<n=][X|

i (), 1<k<p (2.4)

span the n-dimensional space C(X), because the n first rows or columns of A, are linearly
independent. For any univariate polynomial p € IP} we can define a subspace

1 n n
b, = {Zﬁk% Yl —l3) D ean(w) =0, 1<k < M} (2.5)
k=1 t=1 t=1

of the space IP{,_,, and whenever A, is nonsingular, we have dim P, > n, because the polyno-
mials in (2.4) span the n-dimensional space C'(X). If we define

W () = p*(X,l,m,d) :== maxdim P,, (2.6)
peP}
we conclude that
W) > |X| = n 27

holds, if ¢ is large enough to satisfy (2.3) for some p € IP}.

We now turn this argument upside down. Clearly the function p*(¢) is (weakly) monotonic in
{ and has the obvious bounds

p<pt () < X+ p
Our argument above implies existence of the maximum in the definition of
C=0(X,m,d) :=max{{ > 0] u*({) < |X]|}.
This yields
W () < |X] =, (25)
which will be needed in the proof of

Theorem 2.1 The inverse of A, if it exvists, satisfies
||A_1||r_,i < inf {HA —Apllss I p € ]le*(X,m,d)} (2.9)
where A, is defined by (2.1).

Proof: Take any polynomial p € I[P and assume A, to be nonsingular. Then the n + p
polynomials (2.4) span the space C'(X). Since they are in the space P, occurring in (2.6), the
inequality (2.8) is violated. Thus A, must be singular for all p € IPA. But then the inequality
(2.3) cannot hold because it would imply the nonsingularity of A,, as was shown above. This
proves the assertion. O
Theorem 2.1 relates lower bounds for ||[A™!|, s to a somewhat peculiar matrix-valued approxi-
mation problem. The error matrix is zero except for the upper left n by n submatrix of A — A4,
with entries
O — a;l12) — plles — ), 1< 4,7 <.
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Thus it involves an approximation of ®(1/r) by polynomials of order at most ¢* on the set T of
all real values t;; := ||@; — x;||3 such that the function values are arranged in n X n matrix form
and such that the approximation error is measured via the matrix norm ||.||s, from (2.2). The
actual form of the approximation problem is thus determined by the matrix norm chosen. For
the spectral norm ||A — A,l[22 we get a rather nasty approximation problem, but for the norm

[ Blloo,t = 12}?%(n|bij| (2.10)
we can use Chebyshev approximation on T. Here, we interpreted the norms ||.||, and ||.|s

of (2.2) as the usual L, and L, norms, but this is by no means mandatory. Studying linear
approximation problems for peculiar norms like the spectral matrix norm may be of independent
interest in approximation theory.

We want to give good asymptotic lower bounds for ||[A™!||.s in case n — oo, and we want
to compare the bounds with those of Ball, Baxter, Narcowich, Sivakumar, and Ward for the
spectral norm ||A™!|5,2. We saw the latter to be rather inconvenient for our approach while good
asymptotics are mainly available for Chebyshev approximation on real intervals. Therefore we
try to get as far as we can with best Chebyshev approximation to the function ®(4/r) on the
real interval [0, K] by polynomials of order £. Note that this is equivalent to a best Chebyshev
approximation of order 2¢ — 1 to the function ®(|r|) on [—K,+K], which, by uniqueness and
symmetry, must be a polynomial of maximal order ¢ in 2. Then we denote the error by

E():= E((,K,®) := min max |®(y/r)— p(r)|

peP} 0<r<K?
= min|®(|r]) = p(r*) oo - K,
peP,
writing the Chebyshev norm of continuous functions on a real interval [a, b] by ||.||o,[a,5-

Theorem 2.2 The inverse of A, if it exvists, satisfies

1

A7t o 2 ———— 2.11
|| ||17 = (ﬁ*) ( )

and |
A7t > —_— 2.12

Proof: Inequality (2.11) readily follows from Theorem 2.1 and (2.10). Then we conclude (2.12)
simply from (2.11) and
[Bll100 < - [|Bll2,2

for arbitrary n by n matrices B. a

Unfortunately, our approach yields a factor of n~! in the bound for the spectral norm; the
comparisons at the end of the paper will indicate that we often seem to miss the actual
behaviour of ||[A7!|s,2 for regular data asymptotically by just this factor. But there appear
to be no other handy links between the spectral norm for matrices and the Chebyshev norm
for the matrix entries. The factor does not arise if we use (2.11) or replace F in (2.12) by the
(unknown) error of best approximation by polynomials in the spectral norm.



Theorem 2.2 relates lower bounds of |A™!|| to the error of best Chebyshev approximations to
®(|r|) by polynomials of order £* in the variable r*, and we shall see below that (* behaves
approximately like at least n'/? for large n. Altogether, our lower bounds will grow astronom-
ically with n, if ®(|r|) can be extended to an entire function in the complex plane €' (e.g.:
for Gaussians). They will be of polynomial growth, if ®(|r|) has only finitely many continuous
derivatives, which is the case for thin—plate splines and positive non-even rational powers of r.
However, they will still grow exponentially for all ®(|r|) which are analytic in € around [0, K],
e.g.: for multiquadrics and inverse multiquadrics, if ¢ is fixed. To get around this, ¢ must tend
to zero for n tending to infinity, moving the singularity of ® towards the real axis. The details
are worked out in the rest of the paper, but due to classical Jackson—Bernstein theorems the
lower bounds for ||[A™!| are directly related to the smoothness of ®: they get larger, if the
smoothness increases.

3 Auxiliary Results

The remaining task now is to evaluate E({*(X,m,d), K, ®) for the functions listed in the
introduction. Since the quantities E({, K, ®) can be estimated using classical results of approx-
imation theory (this will be done in the following section), we first prove something about p*(¢)
and (* as defined in the beginning of the preceding section. For this, we suppose X, m, and d
to be fixed, and we first look for an upper bound for g* from (2.6).

To derive simple results, the crude bound

p(0) < dim P, = p(20 — 1,d)

for 20 > m suffices. It follows easily from (2.5) and uses the general definition of (-, d) from
(1.3). But there is an improvement of this bound:

Lemma 3.1 Let p be a univariate polynomial of order < {, where { > m~+1. Then the subspace
P,, as defined in (2.5), is a subspace of IPS,_, .~ and has dimension at most

dim [P} + dim IP{L, — dim IP? = pu((,d) + (0 — 1,d) — p(m, d). (3.1)

Furthermore,

p(0) < L. d) + pll = 1,d) = pu(m, ).

Proof: By expansion of the translate

py(@) = ([l = yll3) Zakllx—yll

of p into sums of products of simpler terms we get the representation

-1
py(x) = Y an(ale— 22"y +y"y)"
]E? 4[—]4—1 ' /-1 L L i o
- Sewtr e e 5 ) (550w
7=0 =0 k=i+j J J



Thus an arbitrary function taken from P, in (2.5) can be written as
I n
> Brar(x) + > _veplllz — ])?)
k=1 t=1
n
= > Buae(a)
k=1

e S 5 (8 ) (55 )eetar

t=1 j=0 =0 k=i+j

= Zﬂk%(l‘)

J=0 =0 k=itj t=1

and we note that the sum over ¢ yields zero whenever j 4+ 2(k —¢—j) < m —1. Thus the range
of ¢ and j can be restricted to m + j 4+ 2¢ < 20 — 2, and the function will be contained in the
subspace

4 ' 0<9</l—-1.0< <l —-1—
_ pd T Ni( T =J = o o /
Q = IP,, + span {(:1? y)(z"x)" | m—+j+20<20—-2, y€ IR? }

of IP{,_,_ . But the number of spanning functions can be further reduced. We assert that Q
lies in the subspace

Q= IP} + span {(:I;Ty)j(xTx)g_l_j | m<j<(l-2 y€ ]Rd} : (3.2)
The terms (z7z)(2Ty)? for 20 4+ 7 < £ — 1 lie directly in IP{. Those with ¢ +j = { — 1 that are
not in IP¢ will have 5 < ¢ — 2, and the restriction m + j + 2i < 2¢ — 2 implies 7 > m. Thus

these terms clearly lie in @ For the remaining cases we can define r := ¢ —1—12— 3 > 0 and
split the terms as

(aT2)(a"y) = (a" )7 (2 ) (2 Ty)
We now use that each factor (z72)"(27y)?, being a homogeneous polynomial in [Py, ;, can
be represented via terms of type (z1y)**+/. This leads to terms of the form (zz)="(2Ty)? 7,

and these are in (), as an easy check of the exponents reveals.

We now have to bound the dimension of Qv from above. If H]d denotes the space of homogeneous
polynomials on IR? of order j, then the space IP{ is representable as

P} = span {(zTy) [ 0<j < (-1, y€ R}
(3.3)
= span {H]d | lﬁjﬁﬁ},
and we shall consider the excess of @ over IP!. The representation (3.2) can be rearranged as

Q= IP/ + span {H}, (z"2) 7' | m<j<(—2},

and we can repeat the argument used for (3.3) to conclude that the dimension of the second part
is bounded from above by dim IPZ, — dim [PZ. This proves (3.1), and the second assertion of

the lemma is obvious because ) contains IP¢ for m < (. a
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If we define
= 0"(nym,d) == max{{ > 0| u(l,d) + p({ —1,d) — u(m,d) < n}, (3.4)
we have
m <0 <0, (3.5)

Note that (**(n,m,d) is monotonic with respect to n. For { — oo and d fixed, clearly

gd
:u(gv d) = J + O(gd_l)v

which implies the asymptotic behaviour

0*(n,m,d) = @n)l/d + 0(1) (3.6)

for n = | X| — oo and fixed values of m and d. This will be sufficient for later use, because (3.5)
allows us to work with (**(n,m, d) and (3.6) instead of £*(X,m, d) for large n. Since we are not
interested in cases with very small values of n, we pay no further attention to the unimportant
restrictions n > max(2, u(m, d))and £ > m + 1.

In the one-dimensional case we easily get

(X, 0m,1) = 20—1 for0 <m <20—1
K*(X,m,l) = LW%L

while for d = 2 we find
p (X, 0m,2) < (2 for 0 <m </(

(X Lm,2) = [yIX] - 1

4 Approximation Orders

To get bounds for E({, K, ®) we apply some classical results of approximation theory. We start
with

Theorem 4.1 Let [ € Cla,b] be a real-valued function with a holomorphic extension to an
ellipse in the complex plane with foci a and b, and let f have a singularity at the boundary of
the ellipse. If p = R(b —a)/2 is the sum of the two half-azes of the ellipse, then

1

1.——>oo — 1 f - o0, = 5
1my ‘ i/plenPlnf p” J[a,b] R

4

If, in addition, the absolute value of the real part R(f) of f is bounded by 1 on the ellipse, and
if we set a =—1, b= 41 for simplicity, we have

S

— (4.1)

inf — Do 1— <
pleﬂP/}Hf Plloo 1,417 <



Proof: The first part is due to Bernstein and can be found in [13], p. 194. The refined
statement is proven in [16], p. 203. O

To cope with functions like ®(r) = r?¥ we apply

Theorem 4.2 For any function f € C*[a,b] with a k-th derivative in the class Lipy o we have

cr(b— a)kte

inf || f — plleofap) < ———"—M 4.2
where -
6FkY (k4 1\
=12— [ —— .
* J! ( 2 >
If the k-th derivative is continuous, but not contained in any Lipschitz class, then still
¢
inf || f — plleofar] < — 4.3

with a constant ¢ that depends on f, k, and [a,b], but not on (.

Proof: This is due to Jackson, see e.g.: [13], p.128.

5 Application to Multiquadrics

We first treat the case of functions ®.(r) = f(c* + r?) on [—1,1] for ¢ > 0, where f is analytic
in ' except for a singularity at the origin. The regularity ellipse of ®. then has half-axes of
length /1 + ¢2 and ¢, yielding p = ¢ + V1 + 2. If [R®.| is bounded by C. on the ellipse, then
(4.1) implies

8

20—-1

B, f(*+1?) <

Ce,
wp

if we approximate ®.(r) = f(c* +r*) by p € IP),_, and write the result as a polynomial in r
of order at most £. For functions ®.(r) = (¢* + r?)’ on [~1,1] with 3 > 0 we find

2

8(1 + 202)5

ﬂ.p%—l

E(,1, (S + 47 <

and the general case of ®.(r) = (¢ + 7“2)5 on [— K, +K] is easily recovered as

8(1 + 272)5

ﬂ.p%—l

v=c/K, p=7+V1+97%

indicating that the relative size v of ¢ and K is crucial.

E(l, K, (¢ +rH)?) < K%

with the scaled quantities

For 3 < 0 the real part of ®.(r) = (¢ + r*)? is unbounded on the regularity ellipse. Thus we
have to use the weaker form of Theorem 4.1 to get

C

20—-1

E(l,K,(+r*)%) < p



on [—K,+K] with a constant C' that will depend on ¢, K, v, and [, but not on £. Similar
estimates hold for the radial basis function ®.(r) = log(c? + r?).

The value p’ can be bounded using

p=7+VI+?2 > 147> (1—7/2)7"
for 0 <~ <1 to get 4
P2 exp(j7/2).
Inserting everything into (2.12) we get the lower bound

A7 22 > mexp((20" —1)9/2) [ (1+29°)77 for B>0
2= 8n K2 Cle,K,v,8) for B<0

(5.1)

with exponential growth for fixed v € [0, 1], where (** is given by (3.4). Note that (3.6) implies

1/d
A s > O (%exp (% (2 (%n) - 1))) (5.2)

for n — oo and fixed v, d. The theory for infinite grids (see Buhmann [3]) varies ¢ proportional
to the minimal distances of centres. For a fixed finite domain in IR? with centres forming a
dense subset, this strategy is resembled by letting ~ vary like n='/¢. Then the behaviour for

n — 00 1S |
1A oz > O (—)
n

for 3 > 0, because the exponential function in (5.2) gets a constant argument due to cancella-
tion.

6 Application to other radial basis functions

For ®(r) = r? with 28 = 2p + 1, p € INso we again approximate ®(|r|) on [—K, K] by
polynomials in IP), , and take advantage of the symmetry of the best approximation. Since
the derivatives up to order 2p = 23 — 1 are continuous and the k& := 2p-th derivative is in a
Lipschitz class Lipoa with o = 1 and €' := (2)! we can invoke Theorem 4.2 to get

: cap(2K)%°
Bl K, ®) < (;72_71)25(25)!
and the lower bound (2 )25
207 — 1
A7, >
147 22 2 neay, (2K)28(25)!

with the asymptotic behaviour

A2 > O <n%—1>

for n — oo.

A similar analysis holds for thin-plate splines of the form ®(r) = r*’logr with 8 € IN;.
Derivatives up to order 23 — 1 are continuous, and for ¢** > 3 there is no problem with the
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polynomials that arise when taking derivatives. However, the highest continuous derivative is
not contained in any Lipschitz class. Application of the restricted statement of Theorem 4.2
then implies

= WD
A7 |22 = C(8, K) - =0 <n z >
for n — oo where C'(f3, K') is a constant.

For Gaussians ®(r) = exp(—a*r?) we can use the Taylor expansion to get

B, K, ) <
providing a disastrous lower bound on ||[A™!||22 for fixed values of aK if n is large.

Remark. A variation of our approach would be to approximate ®(/r) on [h?, K?] for the
separation distance (1.6) as used by Ball, Narcowich, and Ward. This would make any of the
classical radial basis functions analytic in a neighbourhood of [h?, K?], leading to exponential
decrease of the approximation error E({,[h* K?*|,®) with respect to polynomials of order ¢
for { — oo. The basic estimate has the same form as (5.2), but a detailed analysis reveals
that the exponential term of this bound gets a constant argument because of K > n'/?h and
( ~ /e
the minimal separation distance.

For illustration, consider the function (r?)? = ¢° for ¢t = r* € [h% K?. After rescaling, it
coincides with the multiquadric

tﬁ_ h2+ [{2_h2 ﬁ_ [{2_h2 B h2[{2 N B
- TR —\ k2 K?_pz 7

with exponent 3 and ¢ = hK//K? — h? for s € [0, K*]. Thus the behaviour of ®(r) = %’ as
far as our lower bounds are concerned, is roughly the same as for multiquadrics with exponent
B and a scaling of ¢ & h ~ v ~ n~"/4, where the exponential in the bound (5.2) gets a constant
argument due to cancellation. For multiquadrics themselves, the effect of introducing h just

. This corresponds to the cancellation in (5.2) when 7 or ¢ are scaled to decrease with

acts like a corresponding increase of ¢ and does not yield any improvement.

7 Comparison with other bounds

In general, the upper bounds by Ball [1] and Narcowich, and Ward [10][11][12] provide estimates
of ||A7!|2.2 from above in terms of the separation distance h of (1.6). The corresponding lower
bounds of Ball, Sivakumar, and Ward [2] hold for a specific regularly distributed set of centres
and thus act as strict lower bounds for the worst possible data set with prescribed separation
distance h.

In contrast to this, our lower bounds provide best—case estimates of ||A™![|;2 from below,
because they hold for every distribution of the data points, including the best possible choice,
if the latter should exist. These bounds must necessarily be smaller than the lower bounds of
Ball, Sivakumar, and Ward, the difference being leeway for optimizing the placement of centres.

We start with a comparison of results for multiquadrics on increasing sets of centres with
separation distance 1 in IR?. In this case, the optimal bounds of Baxter [4] for ||A7!||5.2 must
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lie between our lower bounds and the upper bounds of Ball, Narcowich, and Ward. Whenever
Baxter’s bounds coincide with the latter, the conclusion is that regular data asymptotically
realize the worst possible distribution with separation distance 1. The difference between
Baxter’s bounds and ours may possibly be used for optimization of placements of centres,
because we do not make assumptions on the separation distance or regularity of distribution.

The optimal bound of Baxter for ||A!||22 in the case of centres on integer grids takes the form

-1 T 1 T
147 2> < 4ee—em + %6—3” + %6—5” . ~ Ee

CcT

for d = 1 and for multiquadrics ®.(r) = (¢* + r2)'/2. The same value arises as the precise limit
of ||[A7Y|2,2 for n — oo, when the n integer points 7 € IR with 0 <7 <n — 1 are taken.

Ball, Sivakumar, and Ward [2] get
A o2 > C eV

for n — oo and the same data distribution, where the constant €' does not depend on ¢ and
d. The worst—case upper bound of Narcowich and Ward [10] is constant, too, for n — oo and
data with separation distance 1, while the dependence on ¢ is

||A—1||272 S 064Cd.

To compare with our results, we consider arbitrary distributions of centres in [0, n] and get

| 7 n—1lec c? —1/2
14722 = gzexp(——5 ) (1+2 (7.1)

8n?2

from (5.1) with exponential behaviour for ¢ — oo with n fixed. Thus no other choice of centres
can get rid of this exponential increase of ||[A™!||22 with c.

The variation of (7.1) with n for fixed ¢ is off from Baxter’s optimal bound for equidistant data
by only a factor of n=2. Note that a factor n=! may be due to our special combination of matrix
norms, and that there must be at least some leeway to optimize placements of centres, which
is clearly bounded by gaining a factor of n=2.

We now compare our bounds with those of Ball [1] and Narcowich and Ward [10] [11] [12] and
Ball, Sivakumar, and Ward [2] for irregular centres. Since these results are in terms of the
separation distance which does not enter explicitly into our results, we have to make sure that
the scaling is fair. Thus we can either keep the separation distance fixed and let the centres
spread out into all of IR? when their number n tends to infinity, or we can consider large data
sets of centres contained in the unit cube [0,1]? of IR?, letting the separation distance tend to
zero when the number of centres tends to infinity. We choose the latter possibility because it
is somewhat more related to possible applications. The diameter K of the sets of centres we
consider will thus always be bounded by V/d, and the Euclidean separation distance h for n
centres in [0, 1]% will be at most

h<Vd (nl/d — 1>_1 ~Vdn e, (7.2)
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as can be easily shown by summing the volumes of sufficiently small disjoint cubes around each
centre. In the following we shall simply use A = v/d n='/? because we are mainly interested in
the case n — oc.

For multiquadrics ®.(r) = (¢* + 2)"/? the results of Narcowich and Ward [10], as refined in [2]
by Ball, Sivakumar, and Ward, yield

1 c
-1 < - ~
147 oz < C(d) exp (245

with a constant C'(d) not depending on ¢, h, and n. Due to (7.2) this estimate is always worse
than
A7 |22 < C(d) n'/? exp (20n1/dd>

if arbitrary placements of n centres in [0, 1]¢ are allowed. Regular distribution of centres on a
scaled integer lattice will yield A = n="/ and

()t ep (ent V) < 147

according to Ball, Sivakumar, and Ward [2], which has the same asymptotic behaviour for
n — oo as the best possible upper bound. Thus, as far as upper bounds in terms of the
separation distance are concerned, the approach of Narcowich and Ward gives a best possible
result for n regular data with n — oo.

Our approach allows arbitrary centres in [0,1]¢ and proves

1 2(din/2) 1 + Cz(d)> .
<||A
e (A < A7

with suitable constants depending on d only. In the limit n — oo, the exponential increase
cannot be overcome by optimized placement of centres; there is only a factor of at most

O(n~'Y4) to be gained.

C1(d)

The dependence on ¢ is exponential in all cases, and the exponential behaviour is eliminated,

if ¢ &~ n~'/?is chosen. Then, up to constants C;,Cy not depending on n, we have
O™t < | A |22 < Cy 0"

as the possible variation of ||[A™![|,2 with the centres, optimizing from a regular distribution.
Note that the factor n=! occurring above was introduced by solving the matrix approximation
problem of section 2 in the “wrong” norm.

For inverse multiquadrics ®.(r) = (¢? + r?)~/? the lower bound of Ball, Sivakumar, and Ward
[2] for regular centres is

C'(d) ¢ exp (%cnl/d\/c_o <A™ |22,

c B
Cld) ey (2 < (z (57) —1)) < A s
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while we get




for arbitrary centres, which is smaller by only a factor O(n™!) for n — oo.

We now consider thin—plate splines with ®(r) = r?logr with d = 2, m = 2. Here, the best
possible form of the upper bound by Narcowich and Ward [12] is

A7 |22 < C(d)n?,

while we get

Cldn™2 < A7,

Numerical experiments indicate that regular data have ||[A7 |22 = (’)(nl/z) for n — oo. Thus
we conjecture that our bound is off by a factor of at most O(n™') from the actual behaviour
of ||[A7Y|q,2 for regular data.

For ®(r) = % with 3 € (0, 1), the best possible upper bound by Narcowich and Ward [11] is
1A 22 < Cu(d, B0,

and regularly distributed centres yield
Co(d, B)n**1* < || A7 |2z,

as was shown by Ball, Sivakumar, and Ward [2]. Our general bound is
Ca(d, B)n* 1 <[ A7 2,2

for arbitrary centres and 3 = 1/2, containing a O(n™!) factor again.

8 Conclusions

The results of this paper support the hypothesis that regular placement of centres is a good
strategy as far as minimization of the condition number of the matrix A is concerned. The
theoretically possible gain by optimization of placement of centres is not more than a factor of
O(n~?) or O(n™!) for n — oo in all cases, and the proof technique indicates that the factor
O(n~!) arises for technical reasons only. Possibly the bounds on the Euclidean norm of A™*
in the literature can be generalized to hold also for the norm |[|[A™!||; o, and then the factor
O(n~!') can be eliminated.
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