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1 Thermodynamic Formalism

This is a minicourse given during the workshop ”Dynamical Systems” at
Göttingen University, July 2011.

1.1 Introduction

The work of Willard Gibbs (1839–1903) and Ludwig Boltzmann (1844-1906)
on Thermodynamics have found its trace in the theory of dynamical systems.
D. Ruelle succeeded in 1970 introducing the notion of pressure for Zd-shifts.
For Z-operations, so to speak for general continuous transformations, the
pressure function was defined first by P. Walters in 1974. The version we
shall be giving below is based on Rufus Bowen’s approach to thermodynamic
formalism via separating and spanning sets. The notion is a rather straight
forward generalization of the notion of topological entropy. Walters also pro-
ved a variational principle generalizing the case of topological entropy which
had been introduced already as early as 1966 by Adler et al..
The theory of Frobenius-Perron of Bowen and Ruelle will be formulated for
open and expanding systems. Existence, uniqueness and invariance of Gibbs
measures will be shown. For topological Markov chains the theory was (part-
ly) used by Parry and Sinai around 1965.
Methods of thermodynamic formalism are successfully applicable for investi-
gations of Fuchsian (Kleinian, hyperbolic) groups, rational maps, (partially)
hyperbolic diffeomorphisms and flows and maps of the interval. In particular,
it has found applications in various disciplines in mathematics.

Let us first consider a finite particle system.
A particle system consists of finitely many points at locations in some

finite dimensional Euclidean space. It can be described microscopically, mea-
ning that for each particle its position, momentum energy are given, and all
these quantities follow rules known in classical mechanics. An ideal gas is of
this type. Naturally, such systems are hard to analyze and to describe. It
turns out that macroscopic descriptions are much better suited, introducing
concepts for the total energy, temperature, pressure and entropy. Here the
fundamental axioms of thermodynamics come into play: 1. The energy of a



2 1 Thermodynamic Formalism

closed system is constant. 2. Entropy is maximized by its equilibrium (the
state of the system into which it evolves in time and then stays in that state).

We begin providing a simple model1.
Let Ω be a finite set of n points, called the configuration space. We define

a state (of the system) to be a probability measure on Ω, that is given by a
probability vector µ(ω), ω ∈ Ω. Denote by M ⊂ Rn the set of all states. The
entropy of a state is

H(µ) = −
∑

ω∈Ω
µ(ω) logµ(ω),

and is a continuous function on µ.
Entropy is best understood as a measure of uncertainty. For this define

the information function
I(ω) = − logµ(ω)

as a measure of information which µ provides on the chances that the system
is in the microscopic state ω. I(ω) = 0 means that for sure the system is
in state ω. Then entropy is the expected information of state µ. H(µ) = 0
means that the state µ is concentrated on a single microscopic ground state
ω ∈ Ω.

Using concavity of the function x 7→ φ(x) = −x log x

1

n

∑

ω∈Ω
φ(µ(ω)) ≤ φ

(
1

n

∑

ω∈Ω
µ(ω)

)
= φ(

1

n
) =

1

n
logn.

Therefore
H(µ) ≤ logn

with equality if and only if µ(ω) = 1
n for all ω ∈ Ω.

Let us assume that there is an energy function ω 7→ u(ω) describing the
system. The mean energy with respect to the state µ is

µ(u) =
∑

ω∈Ω
µ(ω)u(ω).

The partition function is defined by

Z(β) =
∑

ω∈Ω
exp[−βu(ω)] β ∈ C.

Finally a Gibbs measure has the form

µβ(ω) =
1

Z(β)
exp[−βu(ω)].

1 after G. Keller: Equilibrium states in ergodic theory. Lecture Notes London
Math. Soc. 42, Cambridge Univ. Press 1997
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First observe that for two microscopic states ω, ω′ ∈ Ω with u(ω) > u(ω′)

lim
β→∞

µβ(ω)

µβ(ω′)
= 0,

and therefore
lim
β→∞

µβ

is the equidistribution on all minimal values {ω ∈ Ω : u(ω) = minω′ u(ω′)},
while taking the limit for β → −∞ yields convergence to the equidistribution
on the maximal values {ω ∈ Ω : u(ω) = maxω′ u(ω′)}.

Lemma 1. The function logZ(β) is real analytic and

(logZ)′(β) = −µβ(u) (logZ)′′(β) = Vµβ
(u),

where the latter notion is the variance of u with respect to the Gibbs measure.
Moreover, equality holds if and only if u is constant. In particular, Z is a
convex function in β.

Proof. Note that Z is analytic in β ∈ R, so is logZ.

(logZ)′(β) =
Z ′(β)

Z(β)
= − 1

Z(β)

∑
u(ω)e−βu(ω) = −µβ(u).

(logZ)′′(β) =
Z ′′(β)

Z(β)
−
(
Z ′(β)

Z(β)

)2

= − 1

Z(β)

∑
u(ω)2e−βu(ω)−µβ(u)2 = Vµβ

(u).

Theorem 1. (Variational principle) The Gibbs measure µβ satisfies

H(µβ) + µβ(−βu) = logZ(β) = max{H(ν) − βν(u) : v ∈ M}.

This means that µβ is an equilibrium state, and in fact, the unique equilibrium
state.

Proof. Apply Jensen’s inequality to the concave function x 7→ log x:

H(ν) + ν(−βu) = −
∑

ω

ν(ω)(log ν(ω) + βu(ω))

=
∑

ω

ν(ω) log
e−βu(ω)

ν(ω)

≤ log
∑

ω

ν(ω)
e−βu(ω)

ν(ω)

= logZ(β),

with equality if and only if ω 7→ e−βu(ω)

ν(ω) is constant.
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Corollary 1. Let minu < E∗ < maxu. Then there exists a unique β∗ ∈ R

such that µβ∗ has energy µβ∗(u) = E∗ and maximal entropy among all states
with energy E∗.

Proof. β 7→ µβ(u) is strictly decreasing and continuous as observed before.
Therefore there is a unique β∗ such that µβ∗(u) = E∗.

Let ν ∈ M and ν(u) = E∗. Then by the variational principle

H(ν) − βE∗ = H(ν) + ν(−β∗u) ≤ H(µβ∗) − β∗µβ∗(u).

Usually, T = 1/β is called the temperature, so µ1/T is the equilibrium at
temperature T .

The free energy of a state ν ∈ M is defined as

F (ν) = ν(u) − TH(ν).

Therefore
F (ν) ≥ F (µ1/T ) = −T logZ(1/T ),

with equality if and only if ν = µ1/T .

Note that d
dβ logZ(β) = −µβ(u), hence

d

dβ
H(µβ) =

d

dβ
(logZ(β) + βµβ(u)) = β

d

dβ
µβ(u).

It follows that
d

dT
H(µ1/T ) =

1

T

d

dT
µ1/T (u).

This formula must be compared with the law in thermodynamics:

dS =
dQ

T
,

where S denotes entropy, Q the heat content and T absolute temperature.

1.2 R-expanding Systems

Let X be a compact metric space with metric d and T : X → X a continuous
(non invertible) map.

Definition 1. A continuous dynamical system (X,T ) is called (positively)
expansive, if there is a constant a > 0 such that supn∈N d(T

n(x), T n(y)) > a
for all x 6= y ∈ X. The constant a is called an expansive constant.

Note that we use N to denote all integers ≥ 0. Since we are considering
compact spaces, the definition is independent of the choice of the metric, thus
expansive is a conjugacy invariant.
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Exercise 1. Two dynamical systems (X,T ) and (Y, S) are called conjugate
if there exists a homeomorphism h : X → Y such that h ◦ T = S ◦ h. Show
that expansiveness is a conjugacy invariant.

Definition 2. A dynamical system (X,T ) is called expanding, if there exist
an equivalent metric d and constants Λ > 1 and a > 0 such that

d(T (x), T (y)) ≥ Λd(x, y) ∀x, y ∈ X with d(x, y) < a.

This notion is not a conjugacy invariant.

Proposition 1. An expanding dynamical system is (positively) expansive.

Proof. If the distance between two points is bounded by a, then the distance
expands by Λ in each iteration step by T , as long as the distance between
the images is bounded by a. Since X is bounded, it follows that any number
< a is an expansion constant.

Definition 3. A dynamical system (X,T ) is called R-expanding, if it is ex-
panding, and if the transformation T is an open mapping.

Exercise 2. Show that a subshift of finite type (topological Markov chain)
(X,T ) is R-expanding.

Lemma 2. A dynamical system (X,T ) is R-expanding, if and only if it has
the following property:
There are constants a > 0 and Λ > 1, such that for x, y′ ∈ X, d(T (x), y′) < a
there is a unique point y ∈ X satisfying d(x, y) < a and T (y) = y′; moreover,
d(T (x), T (y)) ≥ Λd(x, y).

Proof. Let (X,T ) be R-expanding. Then T is injective on every open ball
K(x, a/2), since otherwise for some y, z ∈ K(x, a/2) we have that 0 =
d(T (z), T (y)) ≥ Λ−1d(z, y). Since T is an open map, there is some a/2 >
a′ > 0 small enough, such that T (K(x, a/2)) ⊃ K(T (x), a′). This implies the
above property.
For the converse, it is left to show openness of T . Suppose y ∈ T (K(x, a/2))
can be approximated by a sequence yn 6∈ T (K(x, a/2)). Then there are
preimages zn ∈ K(x, a) of yn, which converge to the preimage z of y in
K(x, a/2), a contradiction.

For n ≥ 1, r > 0 and x ∈ X let

Kn(x, r) = {y ∈ X : d(T j(y), T j(x)) < r for every 0 ≤ j < n}

denote the ball with radius r and center x in the Bowen-metric

dn(x, y) = max
0≤j<n

d(T j(y), T j(x)).
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Lemma 3. Let (X,T ) be positively expansive with expansion constant θ∗.
Then there is a constant 0 < θ ≤ θ∗ with

lim
n→∞

sup
x∈X

{diam(Kn(x, θ))} = 0.

In the sequel an expansion constant is always one satisfying the additional
property of Lemma 3.

Proof. Let {K(xi, θ
∗) : 1 = 1, ..., s} be a finite open cover of X and θ a

Lebesgue-number.
Assume, the assertion of the Lemma is not true. Then there are a > 0 and
for each n ≥ 1 points xn, yn with d(xn, yn) ≥ a and yn ∈ Kn(xn, θ). Since X
is compact, we may assume that x = limn→∞ xn and y = limn→∞ yn exist.
Let j ≥ 0 be fixed. Then d(T j(xn), T j(yn)) < θ for every n ≥ j, and there is
some i = i(j), such that for infinitely many n T j(xn), T j(yn) ∈ K(xi, θ

∗). It
follows that d(T j(x), T j(y)) < θ∗. Since T is positively expansive, x = y.

Theorem 2. [Coven, Reddy] An expansive dynamical system (X,T ) has
an expanding metric (in general not equivalent).

Proof. Let 3θ > 0 be an expansion constant for (X,T ). One can apply the
Metrization Lemma of Frink (see Kelley, General Topology, v. Nostrand 1955,
p.185):
Let Un (n ≥ 0) be a sequence of open neighborhoods of the diagonal ∆ ⊂
X ×X with the following properties:

1. U0 = X ×X .
2.
⋂∞
n=1 Un = ∆.

3. Un ◦ Un ◦ Un ⊂ Un−1 (n ≥ 1),
i.e. (u, v), (v, w), (w, x) ∈ Un =⇒ (u, x) ∈ Un−1.

Then there is a metric ρ, which is compatible with the topology on X , such
that for any n ≥ 1

Un ⊂ {(x, y) : ρ(x, y) < 2−n} ⊂ Un−1. (1.1)

For everyn ≥ 1 and γ > 0 let

Vn(γ) = {(x, y) ∈ X ×X : d(T j(x), T j(y)) < γ for all j = 0, . . . , n}.

Using Lemma 3 one obtains M ≥ 1, such that

VM (3θ) ⊂ {(x, y) : d(x, y) < θ}.

Setting U0 = X×X and Un = VMn(θ) (n ≥ 1), property 1. follows immedia-
tely, and 2. follows from expansiveness. Property 3. is shown by induction.
The case n = 1 is clear. Hence let 3. be satisfied for n and (x, u), (u, v), (v, y) ∈
Un+1. It follows that d(T j(y), T j(x)) < 3θ for all j = 0, . . . , (n+ 1)M , conse-
quently d(T j(y), T j(x)) < θ for all j = 0, . . . ,Mn, or (x, y) ∈ VMn(θ) = Un.
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Frink’s Metrization Lemma shows the existence of a metric ρ onX with (1.1).

It is sufficient to show that T 3M is expanding with respect to ρ. Suppose,
x, y ∈ X satisfy 0 < ρ(x, y) < 1

16 . Then there is n ≥ 0 satisfying (x, y) ∈
Un\Un+1. Necessarily n ≥ 3 because of 0 < ρ(x, y) < 1

16 and (1.1). Moreover,
by the choice of n and the definition of Un and VMn(θ) it follows that there
is Mn < j ≤ (n + 1)M with d(T j(y), T j(x)) ≥ θ. Since 3 ≤ n it follows
now that d(T i(T 3M (x)), T i(T 3M (y))) ≥ θ for some 0 ≤ i ≤ (n − 2)M , and
therefore (T 3M (x), T 3M (y)) /∈ Un−2. Using again (1.1), the result is deduced
from

ρ(T 3M (x), T 3M (y)) ≥ 2−(n−1) = 2 · 2−n > 2ρ(x, y).

The following lemma provides the basis for the thermodynamic formalism.

Lemma 4. An R-expanding dynamical system (X,T ) has the following pro-
perties:

1. The number of preimages of T is uniformly bounded and locally constant.
2. The Frobenius-Perron operator (transfer-operator) for φ ∈ C(X),

Lφ : C(X) → C(X), Lφf(x) =
∑

T (y)=x

f(y) exp[−φ(y)]

is well defined, continuous and positive.

Proof. R-expanding systems are characterized in Lemma 2. Let d(x, y) < a/2.
Then every preimage of x has a preimage of y at a distance < a/2Λ. If a
preimage of y is assigned to two preimages of x, then these preimages of x
have distance smaller than a, so have to be equal. Therefore, the assignment
of preimages is injective. By symmetry the number of preimages is locally
constant. Since X is compact, 1. follows. The proof of 2. is now easy.

1.3 Rational Maps

Iteration theory of rational functions is an elegant example of basic dynami-
cal concepts for its use of conformal structures. It is even simpler than the
iteration theory of maps of the interval T : [0, 1] → [0, 1]. We will sketch ele-
mentary properties of the theory here, with a sketchy outlook on Sullivansche
theory of Fatou components. One other important motivation of the theory
is the well known Newton algorithm to find roots of polynomials.
Let C denote the complex plane and P : C → C a polynomial function, so
P (z) = a0z

n + ...an−1z + an. The solution of the equation

P (z) = 0

can be found pproximately by the Newton method Newton method and leads
to the iteration of the rational function (the Newton map)
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R(z) = z − P (z)

P ′(z)
.

Note that z0 is a zero of P , if it is a super-attractive fixpoint of R. Indeed one
easily checks that R′(z0) = 0. Starting the iteration process zn = R(zn−1)
with z1 near the fixpoint z0, then the points zn converge to z0. But not all
initial points lead to a solution.

Example 1. The polynomial P (z) = z3 − 2z + 2 of degree 3 has the Newton
map R(z) = (2z3 − 2)/(3z2 − 2). One observes that R(1) = 0 and R(0) =

1, also {0, 1} is a periodic orbit of period two. Moreover R′(z) = 6z2

3z2−2 −
6z(2z3−2)
(3z2−2)2 , so R′(0) = 0, hence the period two orbit of is super-attractive.

superanziehend. Neither 0 nor 1 is a solution to P (z) = 0.

Exercise 3. Verify the assertions of the last example. Find an example with
a three periodic orbit for the Newton map.

Arational function

R(z) =
P (z)

Q(z)
(z ∈ C)

mit Polynomen P (z) und Q(z) can be extended ( holomorphically) to the
Riemann sphere S2. The extension will also be denoted by R(z). Here we
always assume (w.l.o.g.) that the two polynomials do not have a common
divisor. Conversely any analytic endomorphism is representable in this way.
The degree of R is deg(R) = max{deg(P ), deg(Q)} , where the degree of a po-
lynomial is defined as usual. If deg(R) = 1, then R is a Möbius-transformation

R(z) =
az + b

cz + d
ad− bc 6= 0 (1.2)

or is onstant.

Exercise 4. Show that any Möbius-transformation is invertible (on S2).

Theorem 3. Every Möbius-Transformation is a biholomorphic map of S2.

Proof. The inverse of R, defined by (1.2), is dz−b
a−cz (z ∈ C).

In the sequel let R always be of degree ≥ 2. Every Möbius-transformation ϕ
conjugates rationale maps R to another rational map R̃. A critical point z of
R is defined by R′(z) = 0.

Theorem 4. A rational map of degree d has at most 2d − 2 critical points
in S2. A polynomial has at most d− 1 critical points in C.

Proof. For z0 ∈ S2 let k = k(z0) be defined by limz→z0
R(z)−R(z0)

(z−z0)k ∈ (0,∞).

The theorem of Riemann-Hurwitz ([3], S.43) asserts that
∑
k(z)−1 = 2d−2.

Since k(z) > 1 for critical points and k(∞) = d for a polynomial, the theorem
follows.
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A point z ∈ S2 is called normal w.r. to R, if there is a neighborhood of z
such that the family {Rn : n ≥ 1} is uniformly continuous. By the theorem
of Montel ([6], S.3) a point z ∈ S2 is normal, if and only if the images of R
and its iterations, restricted to a sufficiently small neighborhood, omit three
values. By this property the sphere splits into two complemntary subsets:

Definition 4. The Fatou-set F (R) contains all points which are normal w.r.
to the family {Rn : n ≥ 0}; and the Julia-set J(R) of all points which are not
normal w.r. to the familyr Familie {Rn : n ≥ 0}.
A subset A of a dynamical system (Ω, T ) is called completely invariant, if
T (A) = A = T−1(A).

Proposition 2. Let E be a closed, completely R-invariant subset in S2.
Then E has either cardinality ≤ 2 or J(R) ⊂ E.

Proof. Assume that |E| ≥ 3 and let X = S2 \ E. X is open and completely
invariant. Therefore, the iterates Rn, n ≥ 0, omit the values in E, i.e. Rn(z) 6∈
E for every n ≥ 1 and z ∈ X . By the theorem of Montel every z ∈ X is
normal, so X ⊂ F (R), or J(R) ⊂ E.

Proposition 3. 1. J(R) is completely invariant.
2. J(R) is non-empty, compact and has no isolated points.
3. For every m ≥ 1 one has J(R) = J(Rm).

Proof. 1. It is sufficient to show the invariance of the Fatou-set. It follows
immediately from the definition of normality that together with a point z
also R(z) and each preimage y (so that T (y) = z) are normal. Therefore
R−1(F ) = F = R(F ). Since R onto, the claim follows.
2. Since the set F = F (R) is open, J(R) has to be compact.
If J(R) is empty, then Rn(z) is normal at every point z ∈ S2. Therefore every
accummulation map R of {Rn : n ≥ 0} is analytic on S2, so rational as well.
hence we can assume that Rn converges uniformly to R, and ∞ is no zero
of R (possibly a coordinate change is needed). By the theorem of Rouche
([1], S.152) it follows that for sufficiently large n, Rn and R have the same
number of zeros. (First of all this is true on small balls with center a zero of R.
MoreoverRn is bounded away from zero from below on the complement of the
union of these balls. It follows that R and Rn have the same degree, provided
n is sufficiently large. However, since deg(Rn) = [deg(R)]n converges to ∞
(degree of R is assumed ≥ 2), a contradiction. Therefore J(R) is non-empty.
A point z is called isolated, if it cannot be represented as an accummulation
point of a sequence zn 6= z (n ≥ 1). Let X denote the set of all accum-
mulation points of J(R). X is closed and completely invariant by 1., and
thereforeJ(R) = X by Proposition 2.
3. If x is normal for the family {Rn : n ≥ 0}, so it is for {Rmn : n ≥ 0}.
Converely, if x is normal for {Rnm : n ≥ 1}, so it is normal for {Rnm+l : n ≥
1} where l = 0, 1, ...,m− 1. Therefore x is as well normal for {Rn : n ≥ 1}.
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Example 2. A Möbius-transformation, which leaves S1 invariant, has the
form B(z) = eiφ(z − a)/(az − 1) where a ∈ D = {z ∈ C : |z| < 1}. A fi-
nite product of such functions is called a Blaschke product, and if its degree
≥ 2 and one of the coefficients is a = 0, we have that F (R) = S2 \ S1. It is
also immediately to see, that the function z → z + z−1 − 1 has a Julia-set,
which is a Cantor-set and contained in R. (see one of the projects)

It follows from Proposition 3 that F (R) is open and comppletely invariant;
R operates on F (R) and as well on J(R).

Definition 5. A continuous dynamical system (Ω, T ) is called topologically
mixing , if for all non-empty, open sets U, V ⊂ Ω and for all sufficiently large
m ∈ N V ∩T−m(U) 6= ∅. It is called topologically exact, if for all non-empty,
open sets U ⊂ Ω there exists n ∈ N such that T n(U) = Ω.

Theorem 5. Das System (J(R), R) is topologically mixing and topologically
exact.

Proof. It is sufficient to show that (J(R), R) is topologically exact. since J(R)
consists of mon-normal points, we have for an open, non-empty set W , that⋃∞
n=0R

n(W ) ⊃ J(R).
Let U 6= ∅ be open and z ∈ U ∩ J(R) a repelling periodic point of period m.
We can find an open set z ∈ V ⊂ U with V ⊂ Rm(V ). It follows that

⋃

n≥0

Rnm(V ) ⊃ J(Rm)

and, since the sequence Rnm(V ) increases monotonically and J(Rm) is com-
pact, there is n0, so that Rmn0(V ) ⊃ J(Rm), consequently Rmn0(U) ⊃
J(Rm). By Proposition 3, 3., the claim follows, if the repelling periodic points
are dense in J(R). This fact is contained in the next result.

This density statement is another description of the Julia-set.
For a periodic point z with prime period n ≥ 1 one defines the multipli-

cator by

λ = λ(z) = (Rn)′(z) = R′(z) ·R′(R(z)) · ... ·R′(Rn−1(z)).

2. z is called a repelling periodic point, if |λ| > 1 . In case λ(z) = 0, z is called
superattractive (critical), for 0 < |λ(z)| < 1 z is called attractive. Finally, in
case λ(z) = exp[2πiα] (α ∈ R) z is called indifferent; in particular, it is called
rationally indifferent or parabolic, if α is rational.

Theorem 6. the Julia-set of a rational function contains the set X of all
repelling periodic points. Repelling periodic points are dense in in J(R).

2 This definition is invariant under conjugation with Möbius-transformationen and
can be extended to z = ∞.
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Proof. A repelling periodic point z cannot be normal, since otherwise the
uniform continuity of {Rn : n ≥ 0} in the periodic point is violated. Hence
z ∈ J(R) and X ⊂ J(R).
We show that periodic points are dense in J(R). We construct a periodic
point in every neighborhood U of a point z ∈ J(R). Since J(R) is perfect
(Proposition 3), and since there are only finitely many critical points (Theo-
rem 4), there is a point w ∈ U ∩ J(R), which is not a critical value of the
rational map R2. Then R−2{w} has at least four points, and we may choo-
se three of them, say w1, w2 and w3. Choose open neighborhoods Wi of wi
(1 ≤ i ≤ 3), which all map to the same image W under R2. Let R2

j denote

that inverse branch of the inverse R−2, which maps W onto Wj .
Assume that for every j = 1, 2, 3, every n ≥ 1 and every w ∈ W it holds
that Rn(w) 6= R2

j (w) = wj . Then, by the theorem of Montel, {Rn : n ≥ 1} is
normal in W , w ∈ W ∩ J(R). Hence there is p ∈ W , n ≥ 1 and j ∈ {1, 2, 3}
with Rn(p) = R2

j (p), i.e. Rn+2(p) = p. Since U was chosen arbitrarily, it
follows that z ∈ X , and since z ∈ J(R) was chosen arbitrarily, it also follows
that J(R) ⊂ X .
A periodic point with multiplicator of modulus < 1 certainly is lich normal,
so it does not belong to J(R). By a theorem of Fatou (see the discussion
below) there are only finitely many indifferent periodic points in J(R). This
implies that the closure of all repelling periodic points is J(R).

Since a Julia-set is non-empty and compact, F (R) decomposes into connected
components.

Theorem 7. The connected component F∞ of ∞ of a polynomial P is com-
pletely invariant.

Proof. Since ∞ is an attractive fixpoint of any polynomial one has P−1(F∞) ⊃
F∞. If F is any component of F (P ) with P (F ) ⊂ F∞, we must have that
P (F ) = F∞, since a point in the boundary of F belongs to J(P ) and is
mapped into J(P ). Since ∞ is completely invariant, there is no component
except F∞, which is mapped onto F∞.

The foregoing discussion may be used to find algorithms for computing Julia-
sets. For example, choose a suitable periodic point and iterate backwards. We
show some pictures obtained using Mathematica.

Exercise 5. Produce the pictures of the following Julia-sets:

1. R(z) = z2 − 1.54369... Dendrit; critical
2. R(z) = z2 + 0.15 + 0.2i Jordan-curve; hyperbolic
3. R(z) = z2 − 3

4 parabolic with 2 petals

4. R(z) = z2 + z exp[2πi
√

2] Siegel-disc

Also, find a Julia-set which is a Cantor set.
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The structure of components of Fatou-sets is known. We review the theory
briefly. Literature is found in [3], [4], [5], oder [6]. In particular it follows from
the discussion below that there are only finitely many indifferent points in
the Julia-set (see Theorem 6).
The theorem of Sullivan says, that every connected component of the Fatou-
set is eventually periodic, there are only finitely many periodic components,
and the periodic components are classified as discussed below. Let U be a
component of the Fatou-set of a rational mapR. Then there are n andm, such
that Rm(Rn(U)) = Rn(U). The orbits of points in the Fatou-set finally are
contained in periodic components; hence it suffices to describe the dynamics
within such components. Let U be a periodic component (with period m and
hence Rm : U → U). The classification of holomorphic maps on hyperbolic
Riemannian surfaces ([2] and [3], S.157) only the following cases can occur:
1. [Immediate region of attraction] U is theimmediate region of attraction of
a (super) attracting periodic point. There is a periodic point z0 ∈ U with
period m and Rnm(z) → z0 for every z ∈ U .
If the multiplicator λ of Rm(z0) is of modulus 0 < |λ| < 1, Kœnigs Theorem
tells us that there is a local conjugation of the rational function to the map
w → λw (in some neighborhood of 0). For example the map z → z2 + z/2
is of this type. In the critical (superattractive) case λ = 0 one has Bötkers
theorem, which gives the conjugation to w → wn for some n ≥ 1. (For
example the rational function z → z2 is superattractive in z = 0).
2. [Region of attraction of a parabolic point] U is the region of attraction
of a petal for a rationally indifferent periodic point. This means that there
is a periodic point z0 in the boundary of U , say Rm(z0) = z0, and the
multiplicator of Rm(z0) is of the form λ = exp[2πi pq ] where p, q ∈ Z. In this

case one has Rnm(z) → z0 for every z ∈ U .
U is called a (petal) of the parabolic periodic point z0 ∈ ∂U . Fatous

Flower Theorem says thatRm is conjugate in a neighborhood of z0 to the map
w → λw(1+wn) für ein n ≥ 1. There are n repelling directions L1, ..., Ln and
as many attracting directions, and J(R) is tangential in z0 to the repelling
directions Lj . n is determined so that the analytic inverse branch of Rm,
which leaves z0 = 0 fixed, has the form z → z + azn+1 + ....
3. [Siegel disc] U is a Siegel-disc and Rm|U is conjugate to an irrational rotation

on D = {z : |z| < 1}.
This means that there is a periodic point z0 of period m and multiplicator
λ = λ(z0) = exp[2πiα], α irrational, andRm is conjugate to the map w → λw.
For example, the map

Rκ(z) = z2 + κz

is of this type for almost all κ ∈ S1, more precisely, if the α belonging to κ
is Diophantic. However the family Rκ has generically no Siegel-disc.
4. [Herman-Ring] U is a Herman-Ring, i.e. Rm|U is conjugate to an irrational

rotation on an annulus {z : a < |z| < 1}.
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1.4 Topological Pressure

Let (X,T ) be a continuous dynamical system with compact metric space X .
The metric on X will be denoted by d. However, the notion of topological
pressure will be independent of the chosen metric.3

For each n ∈ N define a metric, equivalent to d, by

dn(x, y) = max
0≤k<n

d(T k(x), T k(y)) (x, y ∈ X),

which previously has been called the Bowen-metric. For ε > 0, a subset
E ⊂ X is called (n, ε)-spanning, if the dn-balls of radius ε with center in
E cover the space X and E cannot be made smaller without loosing the
covering property. Likewise a set F is called (n, ε)-separating if the ε/2-balls
with center in F are pairwise disjoint and F cannot be enlarged without
loosing this property.
Let ε ≤ δ. Every (n, ε)-spanning set can be reduced to a (n, δ)-spanning
set and every (n, δ)-separating set can be enlarged to a (n, ε)-separating set.
Therefore the following limits exist for a function f ∈ C(X). Let {En(ε) :
ε0; n ≥ 1} (resp. {Fn(ε) : ε > 0; n ≥ 1}) be a family of (n, ε)-separating
(resp. -spanning) sets.

P (T, f) = lim
ε→0

lim sup
n→∞

1

n
log

∑

x∈En(ε)

eSnf(x)

Q(T, f) = lim
ε→0

lim sup
n→∞

1

n
log

∑

x∈Fn(ε)

eSnf(x).

The limits are independent of the choice of separating and spanning sets. The
proof of this fact is left as an exercise.

Exercise 6. Show that the definitions of P (T, f) and Q(T, f) are indepen-
dent of the choices of separating and spanning sets.

Lemma 5.

P (T, f) = Q(T, f).

Proof. If E is a (n, ε)-separating set, for each x ∈ X there is y ∈ E such that
Kdn

(x, ε) ∩Kdn
(y, ε) 6= ∅. This implies that balls with radius 2ε and center

in E cover X , so contains a (2ε, n)-spanning set, and it follows immediately
that Q(T, f) ≤ P (T, f).
Let E be a (n, ε)-separating set and F a (n, ε/2)-spanning set. For x ∈ E there
is y(x) ∈ F such that x ∈ Kdn

(y(x), ε/2). It follows that for different x 6= x′

the points y(x) and y(x′) are different as well. Because of the continuity of f
and the definition of dn we obtain that

3 We follow M. Denker: Einführung in die Analysis dynamischer Systeme. Springer
2005.
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v(ε) := sup
n∈N

sup
dn(u,v)<ε/2

|Snf(u) − Snf(v)| → 0

when ε→ 0, and, moreover,

∑

x∈E
exp[Snf(x)] ≤

∑

y∈F
exp[Snf(y) + nv(ε)].

This means that P (T, f) ≤ Q(T, f).

Definition 6. P (T, f) is called the pressure of the continuous function f .
The map P (T, · ) : C(X) → R is called the pressure function. The pressure
of the function f = 0 is called the topological entropy htop(T ) = P (T, 0) of
(X,T ).

Proposition 4. The pressure function is positive, Lipschitz-continuous, con-
vex and subadditive.

Proof. If f is positive, then
∑

x∈E expSnf(x) ≥ 1, and P (T, f) ≥ 0.
Since for a (n, ε)-separating set E

1

n
[log

∑

x∈E
expSnf(x) − log

∑

x∈E
expSng(x)] ≤ K‖f − g‖∞

with a constantK independent of n, Lipschitz-continuity follows immediately.
the remaining two properties are shown similarly.

Proposition 5. For n ∈ N0

P (T n, Snf) = nP (T, f).

Proof. The proof is left as an exercise.

Exercise 7. Give a proof of Proposition 5.

The central result in the theory of thermodynamic formalism is the variational
principle. In order to prepare it we need some notion on probability preserving
dynamical systems.

Remark 1. We equipp a dynamical system (X,T ) with the Borel-σ-field F .
A probability measure m on F is called T -invariant if for all F ∈ F ,

m(T−1(F ) = m(F ).

Denote by M(T ) the space of all T -invariant measures on X . A measurable
partition α is a pairwise disjoint finite or countable family of measurable sets
A ∈ F . The refinement of two partitions α and β is the partition

α ∧ β = {A ∩B : A ∈ α,B ∈ β}.
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We denote
αn0 = α ∧ T−1α ∧ ... ∧ T−n+1α n ≥ 1.

The entropy of a partition and of m ∈ M(T ) is

Hm(α) = −
∑

A∈α
m(A) logm(A)

and the mean entropy of α and m

hm(T, α) = lim
n→∞

1

n
Hm(αn0 ).

Finally we define the entropy of m to be

hm(T ) = sup{hm(T, α) : Hm(α) <∞}.
A basic fact from entropy theory states that for any sequence αn of finite
entropy partitions which generates F (i.e. αn ↑ and

⋃
n σ(αn) = F), satisfiesd

hm(T ) = lim
n→∞

hm(T, αn).

A simple calculation yields the formula

hm(T n) = nhm(T ) n ≥ 0. (1.3)

Finally we shall need the estimate

Hm(α ∧ β) ≤ Hm(α) +Hm(β). (1.4)

Theorem 8. [Variational principle] For every continuous function f ∈ C(X)
the variational principle holds:

P (T, f) = sup

{
hm(T ) +

∫
fdm : m ∈ M(T )

}
.

Proof. 1. In a first step we show that P (T, f) ≥ hm(T ) +
∫
fdm for an

arbitrary measure m ∈ M(T ).
Let α be a measurable partition. The concavity of the logarithm and the
invariance of m give

1

n
Hm(αn0 ) +

∫
fdm =

1

n

∑

A∈αn
0

∫

A

Snfdm−m(A) logm(A)

=
1

n

∑

A∈αn
0

m(A) log

[
1

m(A)
exp

(
1

m(A)

∫

A

Snfdm

)]

≤ 1

n
log

∑

A∈αn
0

exp

(
1

m(A)

∫

A

Snfdm

)

≤ 1

n
log

∑

A∈αn
0

exp

(
sup
x∈A

Snf(x)

)
.

Now we choose:
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1. xA ∈ A ∈ αn0 , such that Snf(xA) = supx∈A Snf(x),
2. ε, δ > 0 with: d(u, v) < δ ⇒ |f(u) − f(v)| < ε,
3. a (n, δ)-separating set En.

For every xA there is yA ∈ En with xA ∈ Kdn
(yA, δ), and thus

1

n
Hm(αn0 ) +

∫
fdm ≤ 1

n
log

∑

A∈αn
0

exp (Snf(yA) + nε) .

If M(n, δ, α) is an upper bound for the number of preimages of the map
xA 7→ yA, we obtain, also passing to the limit as n→ ∞, that

h(T, α) +

∫
fdm ≤ P (T, f) + ε+ lim sup

n→∞

1

n
logM(n, δ, α).

Here we also used that lim supn→∞
1
n log

∑
x∈En

exp[Snf(x)] ≤ P (T, f).

It is sufficient to construct a generating sequence of partitions α keeping the
values of M(n, δ, α) under control. Let β be an arbitrary partition of X into
sets B, of which the topological boundary ∂B are null-sets. For B ∈ β define
A = A(B) = {x ∈ B : d(x, ∂B) > δ}. If δ → 0, any generating sequence of β
produces a generating sequence

α = {A(B) : B ∈ β} ∪ (X \
⋃

B∈β
A(B),

since any measure is regular. By construction δ-balls can intersect at most
two sets of α, therefore M(n, δ, α) ≤ 2n. Finally, if ε→ 0, it follows that

hm(T ) +

∫
fdm ≤ P (T, f) + 2.

Replacing T by any of its iterates TM and f by SMf = f + ...+ TM−1f , we
obtain from (1.3) and Proposition 5 the claim, provided M → ∞.
2. The converse inequality needs a little more work..
Let µ be a probability and m = 1

nM

∑nM−1
k=0 µ◦T−k. For every finite partition

α one has using (1.4) and the concavity of the function −x log x that

Hm(αM0 ) = −
∑

A∈αM
0

1

nM

nM−1∑

k=0

µ(T−k(A)) log
1

nM

nM−1∑

k=0

µ(T−k(A))

≥ 1

nM

nM−1∑

k=0

Hµ(T
−kαM0 ) =

1

nM

M−1∑

j=0

n−1∑

k=0

Hµ(T
−j−kMαM0 )

≥ 1

nM

M−1∑

j=0

Hµ(α
j+nM
j ) ≥ 1

n
Hµ(α

nM
0 ) − M

n
log |α|. (1.5)



1.4 Topological Pressure 17

Let η > 0. Choose ε > 0 and K ⊂ N such that for k ∈ K there is a (k, ε)-
separating set Ek with log

∑
x∈Ek

exp[Skf(x)] ≥ k(P (T, f)− η). Introduce a
measure µk by

µk =

∑
x∈Ek

exp[Skf(x)]δx∑
x∈Ek

exp[Skf(x)]

and put m̃k = 1
k

∑k−1
j=0 µk ◦ T−j (k ∈ K). Here δx denotes the point measure

in x ∈ X . Let m be a weak limit of the measures {m̃k : k ∈ K}, so w.l.o.g.
limk∈K m̃k = m. Let α be a partition in sets of diameter smaller than ε and
with boundaries of measure 0. It follows for fixed n ∈ N, that every atom of
αn0 contains at most one point of a (n, ε)-separating set En, hence the map
En → αn0 , x 7→ A(x) ∈ αn0 with x ∈ A(x) is injective. Now let M ∈ N be fixed.
Choose a subsequence nl ↑ ∞ and 0 ≤ il < M , such that kl := nlM + il ∈ K.
Setting mnlM = 1

Mnl

∑nlM−1
j=0 µkl

◦ T−j, it follows that liml→∞mnlM = m.

Together with (1.5) we arrive at

Hm(αM0 ) + M

∫
fdm = lim

l→∞
HmnlM

(αM0 ) +M

∫
fdmnlM

≥ lim
l→∞

1

nl
Hµkl

(αnlM
0 ) +

M

Mnl

∫
Skl

fdµkl
− M

nl
log |α|

≥ lim
l→∞

1

nl
Hµkl

(αnlM+il
0 ) +

1

nl

∫
Skl

fdµkl
− 2M

nl
log |α|

= lim
l→∞

1

nl

∑

A∈αkl
0

µkl
(A) log

1

µkl
(A)

exp

[
1

µkl
(A)

∫

A

Skl
fdµkl

]

≥ lim
l→∞

1

nl

∑

A∈αkl
0

µkl
(A) log

∑

x∈Ekl

exp[Skl
f(x)]

≥ M(P (T, f)− η).

Dividing by M and letting M → ∞ yields

hm(T, α) +

∫
fdm ≥ P (T, f) − η.

The entropy of a measure can be calculated via another variational principle
using the pressure:

Theorem 9. Let (X,T ) be a continuous dynamical system with compact X
and finite topological entropy. The entropy function M(T ) → R+, m 7→
hm(T ), is upper semi-continuous in the weak topology, i.e. lim supµ→m hµ(T ) ≤
hm(T ), if and only if for every m ∈ M(T )

hm(T ) = inf{P (T, f)−
∫
fdm : f ∈ C(X)}. (1.6)

Proof. Omitted
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Definition 7. An invariant measure m ∈ M(T ) is called an equilibrium for
the continuous function f ∈ C(X), if

P (T, f) = hm(T ) +

∫
fdm.

In case f = 0, such measures are called measures of maximal entropy.

Theorem 10. If the entropy function is upper semi-continuous, then there
is an equilibrium for every continuous function f .

Proof. Let mn ∈ M(T ) satisfy P (T, f) = limn→∞ hmn
(T ) +

∫
fdmn. Then

every weak limit point of the sequence {mn : n ∈ N} is an equilibrium.

Let L be a class of functions. Recall that two functions f and g in L are
called cohomologous, if there is a function h ∈ L with f − g = h− h ◦ T .

Proposition 6. 1. Two cohomologous functions f and g in C(X) have the
same equilibria.

2. If f ∈ C(X) and f(x) < 0 for every x ∈ X, then the function s 7→
P (T, sf), s ≥ 0, is strictly monotone decreasing and continuous.

Proof. 1. for every measure m ∈ M(T ) we have
∫
fdm =

∫
g+h−h◦Tdm =∫

gdm.
2. Let s < t. The variational principle implies that

P (T, t · f) = sup
m∈M(T )

hm(T ) + t

∫
fdm

≤ sup
m∈M(T )

hm(T ) + s

∫
fdm+ (t− s)max

x∈X
f(x) < P (T, s · f).

The continuity is a special case of Proposition 4.

Corollary 2. In the situation of Proposition 6 there is a unique δ(f) for
which the function t 7→ P (T, tf) vanishes.

The formula
P (T, δ(f)f) = 0

is called the Bowen-McClusky-Formula. The graph of the function P (·, f) is
sketched in figure 1.1.

Example 3. Let T : J(R) → J(R) be the restriction of a rational function R
to its Julia set. In case there are no parabolic periodic points and no critical
points in the Julia-set the map T is open and expanding (in fact by changing
the metric equivalently, we may assume infz∈J(R) |T ′(z)| > 1). It follows that
T is expanding and open, so the foregoing applies directly: There exists a
unique δ = δ(φ) so that P (T, δφ) = 0.
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0

P (T, tφ)

δ

htop(T )

Abb. 1.1. Bowen-McClusky-Formel

Example 4. Let T : J(R) → J(R) be as in the last example, but now assume
only that there is no critical point in the Julia set. It can be shown (M.
Denker, M. Urbański, J. London Math. Soc. 43, 1991, 107–118. Theorem 4)
that in this case the map T is expansive (of course expanding if no parabolic
period point is present). It is easy to show and left as an example that the
existence of a critical point implies that T is not expansive. Assume there
is a parabolic periodic point z in the Julia set. Then R (and T ) are called
parabolic. There is an invariant measure µ on the periodic orbit generated
by z and since the multiplier has modulus 1 it follows that for the potential

φ(x) = log |T ′(x)|

we have that

hµ(T ) +

∫
φdµ = 0 ≤ P (T, tφ)

for all t ≥ 0. Therefore the picture in the Bowen-McClusky formula changes:
For t = 0 one gets

P (0, φ) = htop(T ) = log deg(T ) > 0

by a result due to Lubich. The function t → P (T, tφ) is strictly decreasing
for all t ≥ 0 for which the pressure is positive. Thus there exists δ = δ(φ)
such that P (T, δφ) = 0 and δ is minimal with this property. Thus

δ = min{t ≥ 0 : P (T, tφ) = 0.

A detailed description one finds in M. Denker, B.O. Stratmann: forthcoming
paper.

1.5 Gibbs-Measures

Let (X,F , T,m) be a dynamical system on the Lebesgue space (X,F), where
m is a non-singular probability measure. Since m is non-singular, m ◦ T
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is absolutely continuous with respect to m, hence has a Radon-Nikodym
derivative (density) Jm = dm◦T

m . It is called the Jacobi density m. If m is
forward invariant, the Jacobi density equals 1.

Definition 8. Let (X,T ) be a continuous dynamical system. A probability
measure µ on (X,F) is called a Gibbs measure for the potential ϕ ∈ C(X),
if Jm = exp[−ϕ] a.e.

Theorem 11. Let (X,T ) be an open and expanding dynamical system. Then,
for any ϕ ∈ C(X), there is a Gibbs measure for the potential ϕ− P (T, ϕ).

Proof. The operator L−ϕ is well defined on C(X) by

L−ϕf(x) =
∑

y∈T−1({x})
f(y) exp[ϕ(y)] x ∈ X ; f ∈ C(X).

By Lemma 2 there is an expansion constant a > 0 and Λ > 1, such that
T : K(x, a) → T (K(x, a)) is a homeomorphism and d(T (y), T (z)) ≥ Λd(y, z).
Consequently, L−ϕ is a well defined, continuous, positive and linear operator
(Lemma 4).
The dual operator to L−ϕ is denoted by L∗

−ϕ and operates by Riesz theorem

on the space of all finite measures which implies thatm 7→
(∫

1dL∗
−ϕm

)−1 L∗
−ϕm

is a map which leaves probability measures invariant. Since the space of
probabilities is convex and weakly compact, the theorem of Schauder and
Tychonoff yields a fixed point m. m satisfies L∗

−ϕm = λm with eigenvalue
λ =

∫
1dL∗

−ϕm. Let f be a continuous function vanishing outside of the ball
K(x, a), and let ρ denote the inverse function of T|K(x,a). It follows that

λ

∫
fdm =

∫
fdL∗

−ϕm =

∫
L−ϕfdm

=

∫
f(ρ(z)) exp[ϕ(ρ(z))]m(dz) =

∫
f exp[ϕ]dm ◦ T.

Hence the Jacobi density is λ exp[−ϕ].
It is left to show that logλ = P (T, ϕ). For every x ∈ X put En(x) =
T−n({x}) and choose a (n, ε)-separating set En. Let ω(ε) denote the mo-
dulus of continuity of ϕ. Since

λn =

∫
Ln−ϕ1 dm =

∫ ∑

z∈En(x)

exp [Snϕ(x)]m(dz)

≤
∑

y∈En

exp[Snϕ(y) + nω(ε)],

it follows that

logλ ≤ lim
epsilon→0

lim sup
n→∞

1

n
log

∑

y∈En

exp[Snϕ(y) + nω(ε)] = P (T, ϕ).
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For the proof of the converse inequality one uses the following fact: for every
δ > 0 there is m ∈ N, such that the distance of two points y, z ∈ X is
bounded by δ, provided d(T j(y), T j(z)) < a, j = 0, ...,m. Let E1 be a (1, a)-
spanning set and En = T−nE1. Then En+m contains a (n, δ)-spanning set
Fn, since for z ∈ X there is x = x(z) ∈ En+m such that d(T j(x), T j(z)) < a
(j = 0, ..., n + m), hence also d(T j(z), T j(x)) < δ for j = 0, 1, ..., n − 1. It
follows that

∑

z∈Fn

expSnϕ(z) ≤
∑

x∈En+m

expSnϕ(x) ≤
∑

y∈T−mE1

Ln−ϕ1(y).

Let α be a partition of measurable sets of diameter< δ, such that each of these
sets contains exactly one point of T−mE1. It now follows immediately using
the modulus of continuity ωf (δ) = supd(x,y)<δ |f(x) − f(y)| for a function f ,
that

lim
n→∞

1

n
log

∑

z∈En+m

eSnϕ(z) ≤ lim
n→∞

1

n
log

[
∑

A∈α

1

m(A)

∫

A

Ln−ϕ1dm

]
+ ωϕ(δ)

≤ lim
n→∞

1

n
log

[∫
Ln−ϕ1dm

]
+ ωϕ(δ) = log[λ] + ω(ϕ, δ).

Letting δ → 0 the proof is complete.

Proposition 7. Let (X,T ) be as in Theorem 11 and topologically transi-
tive. If ϕ is Hölder continuous, then two Gibbs-measure for the potential
ϕ− P (T, ϕ) are equivalent.

Proof. Consider two Gibbs-measuresm1 andm2 for the potential ϕ−P (T, ϕ).
Let α be a finite Markov partition in sets of diameter < a having measure
zero on their boundaries. Since T is invertible on each set in α, T n is as well
invertible on each atom E ∈ αn0 , and one has

mi(T
nE) =

∫

E

exp[nP (T, ϕ) − Snϕ]dmi i = 1, 2.

It is easy to see that T nE is an atom of α. Since T is topologically transitive,
for A,B ∈ α there is n ∈ N such that C = (A ∩ T−nB)◦ 6= ∅. It follows that
C is a union of atoms in αn0 , and every atom is mapped by T n onto B. If B
has positive measure, so has each of these atoms and thus A. It follows that
c := min{mi(A) : i = 1, 2;A ∈ α} > 0. Choosing points xi ∈ E (i = 1, 2)
with

m1(E) exp[nP (T, ϕ) − Snϕ(x1)] ≤
∫

E

exp[nP (T, ϕ) − Snϕ]dm1 ≤ 1

c ≤
∫

E

exp[nP (T, ϕ) − Snϕ]dm2 ≤ m2(E) exp[nP (T, ϕ) − Snϕ(x2)],



22 1 Thermodynamic Formalism

we arrive at
m1(E)

m2(E)
≤ c−1 exp[Snϕ(x1) − Snϕ(x2)].

Hölder continuity now yields

|Snϕ(x1) − Snϕ(x2)| ≤
n−1∑

k=0

|ϕ(T k(x1)) − ϕ(T k(x2))|

= O

(
n−1∑

k=0

d(T k(x1), T
k(x2))

s

)
.

since the points T k(xi) belong to the same atom of αn−k0 , and since their
diameters decay exponentially fast, the last expression is bounded and inde-
pendent of n. It now follows that the Radon-Nikodym density dm1

dm2
is bounded

from above. Exchanging the role of the two measures shows that both mea-
sures are equivalent.

Let (X,T ) be a dynamical system and µ a measure. Let K(n, c, κ) denote the
set of all subsets C ⊂ X such that:

1. T n : C → X is injective.
2. diamT j(C) ≤ κn−j

3. µ(T n(C)) ≥ c.

Theorem 12. Let (X,T ) be an open, expanding and topologically transitive
dynamical system, ϕ ∈ C(X) Hölder continuous and µ a Gibbs measure
for ϕ. Then there is a unique invariant probability m ∼ µ having a Hölder
continuous density h = dm

dµ . m is a Gibbs measure for the potential

ϕ− P (T, ϕ) + log h ◦ T − log h.

Moreover, there is a constant K, such that

K−1 ≤ m(C)

exp[nP (T, ϕ) − Snϕ(x)]
≤ K (1.7)

for every x ∈ C and C ∈ K(n, c, κ). m is the only invariant measure, which
satisfies (1.7) and, in particular, the unique Gibbs measure for a potential,
cohomologous to ϕ− P (T, ϕ) via a bounded coboundary.

The measure mϕ = m is called the invariant Gibbs measure for ϕ.

Proof. Existence and uniqueness will be omitted at this point and deferred
to the next chapter. Denote by h the density dm/dµ.
It is easy to show that m is a Gibbs measure:
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∫
L−ϕ+P (T,ϕ)−log h◦T+log hgdm =

∫
L−ϕ+P (T,ϕ)gh/h ◦ Tdm

=

∫
L−ϕ+P (T,ϕ)ghdmu =

∫
gdm.

The property (1.7) follows from the fact, that for x, y ∈ C ∈ K(n, c, κ)

|Snϕ(x) − Snϕ(y)| ≤ Dϕ

∞∑

k=0

κsk =: M <∞,

c ≤ m(T n(C)) ≤ 1

and therefore

ce−M ≤ µ(C) exp[Snϕ(x) − nP (T, ϕ)] ≤ m(T n(C)eM = eM .

The claim follows from this, since m and µ are equivalent. Moreover, by
the same inequality, there are no two invariant ergodic measures with the
property in (1.7), and therefore invariant Gibbs measures are unique.

Example 5. Let T : J(R) → J(R) be the restriction of a rational function to
its Julia-set. Assume that T is hyperbolic. Then for any Höler potential ψ
there is an invariant measure of which maximizes

µ 7→ hµ(T ) +

∫
φdµ.

This measure is unique.
In case of a parabolic map the situation is quite different. For the constant

potential φ (the topological entropy), one can change the metric (see section
1.2, Theorem 2) so that the dynamics becomes R-expanding (T is open) and
φ is still Hölder continuous. Hence the measure of maximal entropy exists
and is unique. The result is due to Mané and Lopes.

For an arbitrary rational function and a Hölder potential φ satisfying the
Keller condition

P (T, φ) > sup
z∈J(R)

φ(z)

there exists a unique maximizing measure for the pressure.

We denote by Lip(s) the space of Hölder continuous functions with expo-
nent s.

Theorem 13. The pressure function P (·) = P (T, ·) : Lip(s) → R for an
expanding, topologically transitive and open dynamical system is real analytic.
We have ϕ, ψ, ψ1, ψ2 ∈ Lip(s):

1. d
dtP (ϕ+tψ)|t=0 =

∫
ψdmϕ, where m = mϕ is the invariant Gibbs measure

for ϕ.
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2. d2

dtdsP (ϕ+ tψ1 + sψ2)|t=0 = Dϕ(ψ1, ψ2), where

Dϕ(f, g) =

∞∑

k=0

∫
(f −

∫
fdmϕ)(g ◦ T k −

∫
gdmϕ)dmϕ

denotes the asymptotic covariance of the functions f and g under the
invariant Gibbs measure mϕ.

Proof. The proof uses perturbation theory which cannot be developed at
this point. We refer to the literature: Parry, Pollicott: Zeta functions and the
periodic orbit structure of hyperbolic dynamics. Asterisque 187-8, 1990.

Example 6. Let ϕ and ψ be two Hölder continuous functions with P (T, ϕ) = 0
and ψ < 0. The function

s 7→ P (T, sψ + qϕ) =: P (sψ + pϕ) q ∈ R

has, using an appropriate variation of Proposition 6, a unique zero at S(q).
Since the function (s, q) 7→ sψ+qϕ is real analytic, so is (s, q) 7→ P (T, sψ+qϕ)
by Theorem 13. Hence the function q 7→ S(q) is real analytic by the implicit
function theorem, provided the partial derivative for the variable s does not
vanish. According to Theorem 13 we get

d

dx
P (xψ + qϕ)|x=s =

∫
ψdms,q,

d

dy
P (sψ + yϕ)|y=q =

∫
ϕdms,q , (1.8)

where ms,q denotes the invariant Gibbs measure for sψ + qϕ. Since ψ < 0,
the partial derivative for s does not vanish.
From (1.8) one immediate computes S′(q), since

0 =
d

dq
P (S(q)ψ + qϕ) =

∫
ψdmS(q),qS

′(q) +

∫
ϕdmS(q),q

shows that

S′(q) = −
∫
ϕdmS(q),q∫
ψdmS(q),q

=: −α(q).

The second derivative of S can be obtained in a similar way differentiating
twice. Using Theorem 13 one obtains

S′′(q) =
DS(q)ψ+qϕ(ϕ− S′(q)ψ, ϕ − S′(q)ψ)

−
∫
ψdmS(q),q

. (1.9)

Since ψ < 0, the second derivative is always positive. Since the numerator
vanishes if and only if S(q)ψ + qϕ is cohomologous to a constant, it follows
that S is strictly convex, in case it is not cohomologous to a constant.
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1.6 Hausdorff Measure and Dimension

Let Ω be a metric space with metric d(·, ·). We denote by |A| the diameter
of a set A ⊂ Ω.

For s ≥ 0 and δ > 0 define

Hs
δ (A) = inf

{
∑

C∈C
|C|s : C is a δ-cover of A

}
,

where a δ-cover of A consists of sets of diameter < δ, whose union covers A.
It follows immediately from the definition that Hs

δ is an outer measure. If δ
decreases, the infimum is taken over smaller sets, hence Hs

δ (A) is increasing,
and converges to some value in [0,∞], say

Hs(A) = lim
δ→0

Hs
δ (A),

called the s-dimensional Hausdorff measure of A. It is clear that the function
s 7→ Hs(A) is decreasing.

Lemma 6. Hs is an outer measure and its restriction to measurable sets is
a measure, the s-dimensional Hausdorff measure.

Definition 9. The Hausdorff dimension of A is defined as

HD(A) = inf{s : Hs(A) <∞} = sup{s : Hs(A) = ∞}.

Proposition 8. 1. If E ⊂ Rn and c > 0, then Hs(cE) = csHs(E).
2. If E ⊂ Rn, f : E → Rm is Hölder continuous with exponent α and

constant c (i.e. |f(x) − f(y)| ≤ c|x− y|α), then

Hs/α(f(E)) ≤ cs/αHs(E).

Example 7. Consider the following figure. Let the fractal K be defined by
the four contractions to the smaller squares.

Abb. 1.2. A selfsimilar fractal

We claim that the Hausdorff dimension of this fractal is one.
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We show that 1 ≤ H1(K) ≤
√

2. Certainly, K is covered by 4k squares
of diameter

√
2 4−k, because there are 4 disjoint images of the contractions.

Therefore H1(K) ≤
√

2 and HD(K) ≤ 1. In order to show that HD(K) ≥ 1,
observe that the map f : K → [0, 1], f(x, y) = x is Lipschitz continuous with
constant c = 1 and f(K) = [0, 1]. The last proposition shows that

H1(K) ≥ H1(f(K)) = H1([0, 1]) = 1.

Theorem 14. KDT (Köbe Distortion Theorem) Let ε > 0. Then there
exists a function kε : [0, 1) → [1,∞) such that for any y, z ∈ C, r > 0, t ∈
[0, 1) and any univalent analytic function H : B(z, r) → C \B(y, ε) we have

sup{|H ′(x)| : x ∈ B(z, tr)} ≤ kε(t) inf{|H ′(x)| : x ∈ B(z, tr)}.

Example 8. Let T : J(R) → J(R) be a hyperbolic rational map restricted
to its Julia-set. Let µ denote the Gibbs measure for the potential −δ log |T ′|,
where δ is the zero of the pressure function. By Köbe’s distortion theorem
one has for a ball K(z, r) of radius r > 0 and with center z ∈ J(R)

µ(K(z, r)) = µ(T−n
0 (T n(K(z, r))) ∼ |T−n|δµ(T n(K(z, r)))

where n is maximal so that T n is invertible on K(z, r). This shows that

δ = HD(J(T ).

The result is due to Sullivan (actually it can be deduced from Bowen). This
follows from Besicovic’s covering lemma.

One easily proves the following suitable statement from Besicovic’s cove-
ring lemma:

Theorem 15. Let n ≥ 1 be an integer and let t ≥ 0 be real. Then there exists
a constant b(n, t) depending only on n and t such that the following holds.

Assume that µ is a Borel probability measure on Rn and that A is a
bounded Borel subset of Rn. If there exists C ∈ (0,∞], (1/∞ = 0), such that
(a) for all (but countably many) x ∈ A

lim sup
r→0

µ(B(x, r))

rt
≥ C

then Ht(E) ≤ b(n, t)C−1µ(E) for every Borel set E ⊂ A. In particular
Ht(A) <∞.
or
(b) for all x ∈ A

lim sup
r→0

µ(B(x, r))

rt
≤ C <∞

then µ(E) ≤ CHt(E) for every Borel set E ⊂ A.
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Further applications, in particular to rational functions, are presented in
the preprint:

M. Denker, B.O. Stratmann: The Patterson Measure: Classics, Variations
and Applications,

which can be downloaded from the homepage of the summer school.
Let T : J(R) → J(R) be the restriction of a rational function R to its

Julia-set and assume there is no critical point in the Julia-set. Fix a point
z0 ∈ F (R) and consider the sequence of sets R−n(z0). Then the set of ac-
cummulation points of these sets is the Julia-set J(T ), which therefore can
be viewed as a boundary. We turn to the problem of their description as pro-
babilistic boundaries. Clearly in doing so, one needs a probabilistic approach
to define such a notion. Here we choose the obvious model which is a Mar-
kov chain. Think of a fractal as a limit set derived from an iterated function
system with overlap. Then in each point we reach – while approaching the
limit set – we may have the choice of different maps to apply. Which one
to choose is a random decision independent of all other choices. However the
resulting new point depends on the previous position, thus creating a Markov
structure.

There is no limit set associated to a Markov chain, however there is a well
defined topological space representing all harmonic functions of the chain by
its L∞-functions. This is called the Martin boundary. In analogy to limit sets
this boundary may be considered as a limit set of distributions under trans-
formations of the dynamics of the chain. The natural problem is therefore to
describe those Markov chains which have the fractal as its boundary (identi-
fied by a homeomorphism or even a Hölder conjugation). As in the case of a
limit set there are more than one description possible.

Martin boundaries for Markov chains were first introduced by Doob 1959
(in analogy with Martin’s theory for differential equations). A good survey
and extension is the article by Dynkin 1969. The book by Woess (2000) gives
an introduction to the theory in case of random walks on groups.

Literature:
J.L. Doob: Discrete potential theory and boundaries. J. Math. Mech. 8

(1959), 433–458.
E.B. Dynkin: Boundary theory of Markov processes (the discrete case).

Russian Math. Surveys 24 (1969), 1–42.
V.A. Kaimanovich, A.M. Versik: Random walks on discrete groups: boun-

dary and entropy. Ann. Probab. 11 (1983), 457–490.
W. Woess: Random walks on infinite graphs and groups. Cambridge

Tracts in Mathematics. Cambridge University Press, 2000.
Let T denote the rooted homogeneous tree which can be represented by

all finite words w over a fixed finite alphabet A. T is a semigroup with multi-
plication w1w2...wnv1v2...vm. We denote by Σ the limit set of T (considered
as a semigroup acting on itself as a topological space with the product topo-
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logy and considered as a subset of all finite or infinite words). Σ consists of
all infinite words of letters from A.

Define a transitive Markov chain with state space T and transition proba-
bilities p(w,v). The n-step transition probabilities are defined by p(n,v,w) =∑

u
p(v,u)p(n − 1,u,w).

Problem: Determine those Markov chains on the tree of inverse branches of
R starting at z0 ∈ F (R) for which the Martin boundary is homeomorphic to
J(R). Is there any Markov chain giving such a representation?

This result is true when the Julia-set is a Cantor set, since the space Σ is
homeomorphic to J(T ). It is certainly true if the Julia set is a Jordan curve
(not yet worked out).

Let us define the Martin boundary explicitely and give the representaion
theorem for harmonic functions.

Let A = {1, 2, 3, · · · , N} be the alphabet of N letters (N ≥ 2) and

T+ = {w1w2w3 · · ·wn ; wk ∈ A, n ≥ 1}

be the space of finite words. Any element w in T+ can be expressed in a
unique way as

w = w1w2w3 · · ·wn = ak11 a
k2
2 a

k3
3 · · · ak`

`

where wj , ai ∈ A, ai 6= ai+1, ki ≥ 1, 1 ≤ j ≤ n, 1 ≤ i ≤ `.
Let v = v1v2v3 · · · vn, w = w1w2w3 · · ·wn′ ∈ T+ denote two words over

the alphabet A. The product of v and w is defined by

vw = v1v2v3 · · · vnw1w2w3 · · ·wn′ ,

and the length of v is d(v) = n. The origin or the empty word is denoted by
the formal symbol ∅, which satisfies w∅ = ∅w = w and has length d(∅) = 0.
Define the word space T = T+ ∪ {∅}.

Denote by {Xn}n≥1 the Markov chain defined by p and the state space
T .

The n-step transition probabilities are defined recursively by

p(n;v,w) =
∑

u∈T
p(n− 1;v,u)p(u,w), v,w ∈ T , n ≥ 1,

where p(0;v,w) = δv(w) (δv is the Dirac function at v).
The Green function g : T × T → R+ is well defined by

g(v,w) =
∞∑

n=0

p(n;v,w) = p(d(v,w);v,w), v,w ∈ T .

We shall give a brief description of the theory of Martin boundaries, ad-
apted to the situation described so far. The details can be found in Dynkin’s
article.
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Let p(v,w), v,w ∈ T , be the transition probability and let {Xn} be the
associated Markov chain. The Markov operator P is defined by

(Pf)(v) =
∑

w∈T
p(v,w)f(w), v ∈ T

for a nonnegative function f on T .
A nonnegative function f : T → R is called P -excessive if

(Pf)(v) ≤ f(v), v ∈ T ,

and P -harmonic if
(Pf)(v) = f(v), v ∈ T .

We also call a function f : T → R P-harmonic if Pf is well defined and
satisfies the previous identity. In general a non-negative function may take
the value +∞, but in the sequel we shall treat only finite valued functions.

The Martin kernel is defined by

k(v,w) =
g(v,w)

g(∅,w)
, v,w ∈ T .

We always assume that g(∅, ·) is positive, so the Martin kernel is well defined
for g.

Define a metric (a Martin metric) ρ on T by

ρ(v,w) =
∣∣∣2−d(v) − 2−d(w)

∣∣∣+
∑

u∈T
a(u)

|k(u,w) − k(u,v)|
1 + |k(u,w) − k(u,v)|

where {a(u); u ∈ T } is some fixed sequence of strictly positive numbers such
that

∑
u∈T a(u) = 1. In this metric, a sequence {wn} in T is Cauchy if and

only if wn is eventually constant, say equal w ∈ T , or

d(wn) → ∞ and lim
n
k(v,wn) exists for any v ∈ T .

Two Cauchy sequences {wn} and {un} are called equivalent if limn ρ(un,wn)
= 0. Let T be the collection of all equivalence classes of Cauchy sequences in
T . Then T is the ρ-completion of T and called the Martin space. This is a
compact metric space with the extension of ρ, and T is an open dense subset
of T . The boundary

M = ∂T = T \ T
is called the Martin boundary. Clearly, it is also a compact metric space.
Moreover, for every fixed v ∈ T the function w → k(v,w) has an extension to
a continuous function on T . The extension is also denoted by k(v, ξ), ξ ∈ T .

Recall from [Dynkin] that an excessive function h : T → R+ has a repre-
sentation
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h(v) =

∫

S∪T
k(v, y)µh(dy)

for some finite measure µh. Moreover, each function ky defined by ky(v) =
k(v, y) is excessive. The space of exits consists of those ξ ∈ S for which µkξ

is the unit point mass in ξ.
The goal to prove for Julia-sets is: [Representation of Harmonic

Functions] There is a Markov chain so that the Julia-set is homeomorphic
to the Martin boundary of the Markov chain. Moreover,

1. The function w → ky(w) = k(w, y) is P -harmonic on T for every y ∈ S.
2. S is the space of exits.
3. There is a 1-1 correspondence between P -harmonic functions h and boun-

ded measurable functions ϕ : M → R given by

h(v) =

∫

M
k(v, ξ)ϕ(ξ)µ(dξ),

where µ = µ1 is the harmonic measure (associated to the harmonic func-
tion 1).

4. The harmonic measure is Gibbs for a potential given by the transition
probabilities.

A proof of such a statement would open the door for many other investi-
gations.
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2 Stochastic Laws in Dynamics

This is a minicourse given at the Universidade Federal, Universidade Fe-
deral Fluminense and Pontificia Universidade Catolica in Rio de Janeiro in
May 2009 and the workshop on ”Dynamical Systems and Related Topics” at
Göttingen University, July 2009.

2.1 Introduction

The central limit theorem (CLT) is one of the oldest theorems in mathemati-
cal sciences and goes back to the late 17th, early 18th century when Bernoulli
and deMoivre investigated limit laws for random outcomes of win/loss stra-
tegies. The theorem states that the deviation from the mean follows a normal
law. More precisely: Let (X,F , P ) be a probability space with sample space
X , σ-field F and probability measure P . For a sequence of measurable func-
tions fi : X → R let

Sn = f1 + ...+ fn.

Theorem 16. (CLT for independent , identically distributed functions). Let
fi be independent and identically distributed measurable functions as above.

If f1 ∈ L2(P ) and σ2 =
∫
f2
1dP −

(∫
f1dP

)2
> 0, then

lim
n→∞

sup
t∈R

P

(
x ∈ X : Sn(x) ≤ n

∫
f1dP + t

√
n

)
=

1√
2πσ2

∫ t

−∞
e−u

2/(2σ2)du.

(2.1)

DeMoivre proved this theorem when the functions fi take only two values.

If T : X → X is a measurable and P -invariant transformation, a special
sequence of function is defined by fi = f ◦ T i−1, i = 1, 2, 3, ..., where f :
X → R is measurable. If (2.1) holds we say that f satisfies the central limit
theorem.

Corollary 3. Let (X,F ,m, T ) be a probability preserving dynamical system.
Let α be an independent partition (i.e. the family of σ-algebras generated by
T−1α for i ≥ 0 are independent). Then any non-constant function f which
is measurable with respect to α and is square integrable, satisfies the CLT.
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As we know the existence of independent partitions is too restrictive for
the CLT to hold. If the entropy of T is positive one can find independent
partitions by Sinai’s weak isomorphism theorem, hence functions satisfying
the CLT exist. In case the entropy is zero, one can still find a dense set of
functions, provided the system is aperiodic. Hence the question to discuss
becomes:

When does a function f ∈ L2(m) satisfy the CLT?
The most general approach to this question is given by Gordin’s martin-

gale approximation, which we will discuss first.

Definition 10. Let (Ωn,Fn, Pn) (n ≥ 1) be probability spaces and (E,B) a
measurable space. A family {Xjn : j = 1, ..., kn, n = 1, 2, 3...} of random
elements

Xjn : Ωn → E

is called an array of E-valued random elements. It is called independent, if
for every n ≥ 1 the random elements Xjn (j = 1, ..., kn) are independent.

Definition 11. An array {Xjn : 1 ≤ j ≤ kn, n ≥ 1} of Rd-valued random
vectors is called asymptotically negligible, if for every ε > 0

lim
n→∞

sup
1≤j≤kn

Pn(‖Xjn‖ ≥ ε) = 0.

This is equivalent to the statement, that the sequences (Xjnn)n≥1 for arbitrary
choices 1 ≤ jn ≤ kn converge to zero uniformly in the sense of stochastic
convergence.

Definition 12. Let {Xjn : 1 ≤ j ≤ kn, n ≥ 1} be an array of square integ-
rable real valued random variables, i.e. Xjn ∈ L2(Pn) (1 ≤ j ≤ kn, n ≥ 1).
Denote

s2n = σ2(X1n +X2n + ...+Xknn) = σ2(X1n) + ...+ σ2(Xknn).

The array is said to satisfy the Lindeberg condition, if for every ε > 0 the
quantities

Ln(ε) : =
1

s2n

kn∑

j=1

∫

{|Xjn−E(Xjn)|≥εsn}
(Xjn − E(Xjn))2 dPn

=
1

s2n

kn∑

j=1

E

(
1[εsn,∞)(|Xjn − E(Xjn)|) [Xjn − E(Xjn)]2

)

tend to 0 as n→ ∞.

The main theorem in the theory of distributional convergence in proba-
bility theory is this:
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Theorem 17. (Lindeberg Central Limit Theorem)
Let {Xjn : 1 ≤ j ≤ kn, n ≥ 1} be an independent array of square integrable
random variables with σ2(Xjn) > 0 for 1 ≤ j ≤ kn, n ≥ 1. Then the following
two statements are equivalent:
(1) The array satisfies the Lindeberg condition.
(2) The array {Xjn − E(Xjn) : 1 ≤ j ≤ kn, n ≥ 1} is asymptotically
negligible, and the distributions of

X1n − E(X1n) + ...+Xknn − E(Xknn)

sn

converge weakly to the standard normal distribution N (0, 1).

2.2 Martingale Central Limit Theorem

A similar theorem is the Lindeberg central limit theorem for martingale dif-
ferences. The extension to arrays is known as well, but we restrict to the
case of a single sequence. This theorem is the backbone for distributional
convergence in dynamical systems.

Theorem 18. (Existence of conditional expectation)
Let A ⊂ F be a σ-subalgebra of F . Then for every function f ∈ L1(m) there
exists a A-measurable function g ∈ L1(m), which satisfies

∫

A

f dm =

∫

A

g dm (BE1)

for every A ∈ A. The function g is a.e. uniquely determined by this equality
and by the measurability condition.

Definition 13. The function g is called the conditional expectation of f gi-
ven A and will be written as

g = E(f |A).

In case the σ-algebra A is the smallest σ-algebra for which the functions hi
or random variables Xi are measurable, or which contains a collection Σ of
subsets, these generating quantities appear instead of A in the notation: e.g.
E(X |Y ), E(f |h1, ..., hn),...)

Proof. Let m0 be the restriction of the set function m on F to A. (m0 is, of
course, again a probability measure.) Define

Λ(A) =

∫

A

f dm (A ∈ A).
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Λ is a finite signed measure on (Ω,A), and by the theorem of Radon Nikodym
there exists a function g ∈ L1(m0) satisfying

Λ(A) =

∫

A

g dm0.

g is a.e. uniquely determined, since for another function g′, A-measurable
and having this property, it follows for any A ∈ A that

∫

A

g dm =

∫

A

g′ dm.

Therefore g = g′ a.e. We also may consider g as a function in L1(m) and
hence we have

Λ(A) =

∫

A

g dm.

Theorem 19. The conditional expectation (for L1-functions) has the follo-
wing properties:

(BE2) Linearity:

E(αf + βg|A) = αE(f |A) + βE(g|A) a.e.

for f, g ∈ L1(m) and α, β ∈ R.
(BE3) Positivity: f ≥ 0 =⇒ E(f |A) ≥ 0.
(BE4) Monotonicity: If f ≤ g, then E(f |A) ≤ E(g|A) a.e.
(BE5) Convergence: fn → f a.e., |fn| ≤ h ∈ L1(m) implies that

lim
n→∞

E(fn|A) = E(f |A)

a.e. and in mean.
(BE6) Connection to integrals: If A = {∅, Ω} mod m, then

E(f |A) =

∫
f dm (f ∈ L1(m)).

(BE7) If f is A-measurable, then E(f |A) = f a.e.

Definition 14. Let Xn (n ≥ 1) be a sequence of random variables, adapted
to the increasing sequence Fn of σ fields in F . Then (Xn,Fn)n≥1 is called a
martingale difference sequence if for each n ∈ N

E(Xn+1|Fn) = 0.

Note that the sum Mn = X1 + ... + Xn defines a martingale and that
E(Xn) = 0 for every n ∈ N.1

1 A martingale is an integrable sequence Mn (n ≥ 1) of random variables such
that E(Mn+1|M1, ..., Mn) = Mn, n ≥ 1.
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Theorem 20. Let (Xn,Fn) (n ≥ 1) be a martingale difference sequence,
such that the array Xkn = Xk for k = 1, ..., n and n ≥ 1 satisfies the Linde-
berg condition. Moreover, assume that

n∑

j=1

E
∣∣E(X2

j |Fj−1) − σ2
j

∣∣ = o(s2n),

where

σ2
j = E(X2

j ) and s2n =

n∑

j=1

σ2
j .

Then

lim
1

sn

n∑

j=1

Xj = N (0, 1)

in the weak topology.

Proof. In the proof we use the following estimate:

Lemma 7. For all δ ∈ [0, 1]

∣∣∣∣∣∣
eitx −

n∑

j=0

(it)j

j!

∣∣∣∣∣∣
≤ 21−δ|t|n+δ

(1 + δ)(2 + δ)...(n+ δ)
.

Now let t ∈ R be fixed. Let ε > 0. Then, using Mn = X1 + ... + Xn as
before,

∣∣∣E
(
eitMn/sn

)
− et

2/2
∣∣∣

=

∣∣∣∣∣∣
e−t

2/2
n∑

j=1

E
(
eitMj/sn+s2j t

2/(2s2n) − eitMj−1/sn+s2j−1t
2/(2s2n)

)
∣∣∣∣∣∣
.

Observe that the latter is a telescoping sum! Evaluating the expectations
appearing in the sum, we obtain

∣∣∣E
(
eitMj/sn+s2j t

2/(2s2n) − eitMj−1/sn+s2j−1t
2/(2s2n)

)∣∣∣

=
∣∣∣E
[
E
(
eitMj/sn+s2j t

2/(2s2n) − eitMj−1/sn+s2j−1t
2/(2s2n) |Fj−1

)]∣∣∣

=
∣∣∣EeitMj−1/sn+s2j t

2/(2s2n)
[
E
(
eitXj/sn − e−σ

2
j t

2/(2s2n) |Fj−1

)]∣∣∣

≤ et
2/2E

∣∣∣E
(
eitXj/sn − e−σ

2
j t

2/(2s2n) |Fj−1

)∣∣∣ .

In these estimates we used the facts that E(Y ) = E(E(Y |A)), and that
|eitMj−1/sn | ≤ 1.
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Now we use the lemma with δ = 1 and n = 1, 2 (three times) to get
∣∣∣E
(
eitXj/sn − e−σ

2
j t

2/(2s2n)|Fj−1

)∣∣∣

=
∣∣∣E
(
eitXj/sn |Fj−1

)
− e−σ

2
j t

2/(2s2n)
∣∣∣

=

∣∣∣∣∣E
(
eitXj/sn − 1 − itXj

sn
+
t2X2

j

2s2n
|Fj−1

)
+ 1 −

σ2
j t

2

2s2n
− e−σ

2
j t

2/(2s2n)

+
σ2
j t

2

2s2n
− E

(
t2X2

j

2s2n
|Fj−1

)∣∣∣∣∣

≤ E

(
t2X2

j

s2n
I{|Xj |>εsn}|Fj−1

)
+ E

(∣∣∣∣
tXj

sn

∣∣∣∣
3

I{|Xj |≤εsn}|Fj−1

)
+
σ4
j t

4

8s4n
+ bj,

where

bj =

∣∣∣∣∣E
(
t2X2

j

2s2n
|Fj−1

)
−
σ2
j t

2

2s2n

∣∣∣∣∣ .

Next observe that the Lindeberg condition implies that

max
1≤j≤n

σ2
j s

−2
n ≤ max

1≤j≤n
s−2
n

[
ε2s2n +

∫

{|Xj |>εsn}
X2
j dP

]
= ε2 + Ln(ε).

Putting everything together we arrive at
∣∣∣E
(
eitMn/sn

)
− et

2/2
∣∣∣

≤ e−t
2/2

n∑

j=1

et
2/2E

∣∣∣E
(
eitXj/sn − e−σ

2
j t

2/(2s2n) |Fj−1

)∣∣∣

≤
n∑

j=1

E

(
E

(
t2X2

j

s2n
I{|Xj |>εsn}|Fj−1

))

+ E

(
E

(∣∣∣∣
tXj

sn

∣∣∣∣
3

I{|Xj |≤εsn}|Fj−1

))
+
σ4
j t

4

8s4n
+ bj

≤
n∑

j=1

E

(
t2X2

j

s2n
I{|Xj |>εsn}

)

+ E

(∣∣∣∣
tXj

sn

∣∣∣∣
3

I{|Xj |≤εsn}|Fj−1

)
+ max

1≤l≤n
σ2
l s

−2
n

σ2
j t

4

8s2n
+ bj

≤ Ln(ε) + ε|t|3 + (Ln(ε) + ε2)t4/8 +
n∑

j=1

bj .

Observe that
∑n

j=1 bj tends to zero as n tends to infinity by assumption.
Hence, letting n tend to infinity and then ε to zero, shows that
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lim
n→∞

E
(
eitMn/sn

)
= et

2/2

for every t ∈ R. By the continuity theorem of Lévy, a probability distribution
is determined by its characteristic function and weak convergence is equiva-
lent to the convergence of the corresponding characteristic functions. This
implies the convergence to normal distribution.

2.3 Martingale Approximation for Dynamical Systems

The CLT for dynamical systems is (at least today) based on Gordin’s ap-
proach from 1968, which is the application of the martingale CLT to exact
transformations in the non-invertible case (resp. σ-fields with the K-property
in the invertible case). Here we shall follow the non-invertible case, because
it is a bit easier in notation.

Recall the notion of a probability preserving dynamical system (X,F , P, T ):
T : X → X is a measurable map and (X,F , P ) is a probability space such
that P (T−1(F )) = P (F ) for all measurable sets F ∈ F . If T is non-invertible,
then

T−1F ⊂ F
is strictly contained. In fact T−1(F ) contains, together with x, all points
equivalent to x where two points are equivalent if their images agree. In the
remaining part of this chapter we shall assume that T is non-invertible.

As usual, such systems can be ergodic, weakly mixing, mixing, mixing of
all orders or Bernoulli. Here we need another type of mixing property which
is described using the notion of tail-σ-algebras of transformations. The tail
field of T is

F∞ =

∞⋂

n=0

T−nF .

Definition 15. The transformation T is called exact, if its tail field F∞ is
trivial.

Exercise 8. Show that the following transformations are exact:

1. Let X = {1, ..., s}N and T (xk)k∈N = (yl)l∈N with yl = xl+1. Let P be
a Markov measure defined a probability vector π = (π1, ..., πs) and a
transition matrix P = (pi,j)1≤i,j≤s:

P ({x ∈ X : xi = ai, 1 ≤ i ≤ n}) = πa1pa1,a2 · ... · pan−1,an
.

2. (difficult) LetX denote the unit interval [0, 1) and T (x) = βx mod 1. The
invariant probability is absolutely continuous with respect to Lebesgue
measure.
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We denote by Uf = f ◦ T the isometry on each Lp(F) induced by T
(Koopman operator). An invariant sub-σ-algebra B0 ⊂ F defines a monotone
family of subspaces in L2(P ) by L2(T

−kB0) = UkL2(B0). (We let L2(B)
denote the space of all square-integrable functions, which are B-measurable.)
Let G(B0) denote the set of all functions g ∈ UkL2(B0)	U lL2(B0) for indices
k ≤ l. If T is an endomorphism there is a canonical invariant σ-algebra B0,
that is F . Let Pk denote the projection onto UkL2(B0).

Theorem 21. [Gordin] Let (X,F , P, T ) be an ergodic endomorphism. For
every function f ∈ L2(m), satisfying the condition

inf
g∈G(B)

lim sup
n→∞

n−1/2‖Sn(f − g)‖L2(m) = 0 (2.2)

the sum σ2
f = limn→∞ n−1/2‖Snf‖2

L2(m) converges, and f satisfies the Central

Limit Theorem with limiting distribution N (0, σ2
f ).

The latter assertion means the convergence of

lim
n→∞

P ({x ∈ X :
1√
n
Snf(x) ≤ t}) =

1√
2πσ2

f

∫ t

−∞
exp[−u2/2σ2

f ]du

for every t ∈ R, if σf > 0. If σf = 0, one has convergence to 0 or 1, depending
whether t < 0 or t > 0 (this means convergence to zero in probability). Figure
2.1 shows this convergence for the sums 1√

n
Snf . A histogram is a graph

showing the relative frequencies of this function when the starting values is
chosen at random.

Proof. Let ‖ · ‖2 denote the norm in L2(P ) and P̃l the projection on-
to the subspace U lL2(F) 	 U l+1L2(F). Let ε > 0 and g ∈ G(F) satis-
fy lim supn→∞ n−1/2‖Sn(f − g)‖2 < ε. Note that the adjoint operator U∗

maps the subspace L2(Fk) 	 L2(Fk+1) onto L2(Fk−1) 	 L2(Fk). Therefore,
U∗kP̃kg ∈ L2(B) 	 UL2(B). Since

f = g + f − g =
∞∑

l=0

P̃lg + f − g

=

∞∑

l=0

U∗lP̃lg +

∞∑

l=0

l−1∑

j=0

U∗jP̃lg − U∗




∞∑

l=0

l−1∑

j=0

U∗jP̃lg


+ f − g

f can be written in the form f = h+h1−U∗h1 + f − g, hence it follows that
h ∈ L2(F) 	 U∗L2(F) and

n−1/2‖Sn(f − h)‖2 ≤ n−1/2‖h1 − Unh1‖2 + n−1/2‖Sn(f − g)‖2.

Consequently n−1/2Snf and n−1/2Snh have the same limiting distribution,
when n→ ∞ and g → f . For the process (Ukh)k≥0 it holds that Ukh is Fk-
measurable and for every Fk+1-measurable function u one has

∫
uUkhdP = 0.
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It follows that the process forms a martingale difference sequence and has
a normal limiting distribution according to Theorem 20.

Exercise 9. Verify that the Martingale Central Limit Theorem applies.

The variance is given by σ2
h = ‖h‖2

2. For two approximating functions h, h′ ∈
G(F) one has

|σh − σh′ | ≤ ‖h− h′‖2 = lim sup
n→∞

n−1/2‖Sn(h− h′)‖2

≤ lim sup
n→∞

n−1/2 (‖Sn(f − h)‖2 + ‖Sn(f − h′)‖2) → 0

whenever h, h′ → f . Hence σ2
f = limn→∞ n−1/2‖Snf‖2

2 exists, and n−1/2Snf
converges in distribution to the normal probability measure with expectation
zero and variance σ2

f (the degenerate case σf = 0 is included).

Let Pk denote the projection onto UkL2(F).

Corollary 4. The condition (2.2) of the theorem holds for f ∈ L2+δ(P )
(δ ≥ 0), if ∑

k≥0

‖Pkf‖2+δ <∞.

Here ‖h‖p = ‖h‖Lp(P ) for brevity.

Proof. Let fk = Pkf . Then f − fk ∈ G(F), and using Hölder’s inequality in
case δ > 0 (for δ = 0 use Cauchy-Schwarz) it follows that

lim sup
n→∞

n−1‖SnPkf‖2
2 = lim sup

n→∞
n−1

n−1∑

i=0

n−1∑

j=0

〈U iPkf, U
jPkf〉

≤ 2 lim sup
n→∞

n−1
n−1∑

i=0

i∑

j=0

〈U i−jPkf,Pkf〉

≤ 2 lim sup
n→∞

n−1
n−1∑

i=0

n−1∑

j=0

‖Pk+jf‖2+δ‖Pkf‖ 2+δ
1+δ

≤ 2‖f‖ 2+δ
1+δ

∞∑

i=k

‖Pif‖2+δ.

Example 9. The approximation of the distribution of the partial sums Snf
by a normal distribution is shown in figure 2.1 using the β-transformation
T (x) = 2.3x mod 1. The function 1√

60
S60I (I denotes as usual the indicator

function) has been calculated at 300 points, resulting in the shown histogram.
It can well be approximated by the density of a normal distribution.
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Abb. 2.1. Histogram of the distribution of 1√
n
Snf

2.4 The Central Limit Theorem for R-Expanding

Systems

Let (X,T ) be a topologically mixing R-expanding dynamical system and φ
a Hölder-continuous function with exponent s (this means that T is an open
and expanding map). Our goal is to produce an invariant Gibbs measure for
φ and to show the CLT for every other Hölder continuous function f with
respect to this invariant measure.

The following theorem which we state without proof, permits to construct
invariant measures for R-expanding dynamical systems. Let E be a Banach
space with norm ‖·‖E and F ⊂ E closed subspace. Assume that F is equipped
with a further norm ‖ · ‖F , such that the identity I : (F, ‖ · ‖F ) → (F, ‖ · ‖E)
is a contraction. A continuous linear operator V : F → F is called relatively
compact, if V maps ‖ · ‖F -bounded sets onto ‖ · ‖E-relatively compact sets.
Moreover, an operator V is called power bounded, if supn∈N ‖V n‖ <∞.

Theorem 22. [Doeblin, Fortet, Ionescu-Tulcea, Marinescu] Let
V : F → F continuous in both norms and relatively compact. Moreover,
assume that V is power bounded with respect to the ‖ · ‖E. Assume that the
Doeblin-Fortet inequality holds:

‖V (x)‖F ≤ r‖x‖F +R‖x‖E x ∈ F (2.3)

where 0 < r < 1 and R ∈ R are some constants. Then V n (n ∈ N) has a
representation

V n =

p∑

i=1

λni Vi +Wn

with the following properties
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1. λ1, ..., λp ∈ S1 are eigenvalues of V , and Vi : F → F (λi) projections onto
the eigenspaces F (λi) of λi, which is finite-dimensional.

2. Vi◦Vj = 0 (1 ≤ i 6= j ≤ p), V ◦Vi = Vi◦V = λiVi and Vi◦W = W ◦Vi = 0
(i = 1, ..., p).

3. ‖Wn‖F = O(qn) for some q < 1 and every n ∈ N.

By Lemma 4 the Frobenius-Perron operator for φ ∈ C(X),

[Lφf ](x) =
∑

T (y)=x

f(y) exp[−φ(y)],

is well defined on C(Ω). The iterates are given by

Lnφf(x) =
∑

Tn(y)=x

f(y) exp[−Snφ(y)].

The following lemma is not difficult to verify.

Lemma 8. 1. Fφ is positive.
2. If supn∈N ‖Lnφ1‖∞ <∞, then Lφ is power bounded.
3. Let µ be a non-singular measure and m absolutely continuous with respect

to µ and T n-invariant. Then m′ = 1
n

∑n−1
k=0 m◦T−k is T -invariant and

absolutely continuous with respect to µ.
4. For f, h ∈ C(Ω) we have Lφ(f ◦ T · h) = f · Lφ(h).

Let Lip(s) denote the space of all Hölder-continuous functions on X with
exponent s, equipped with the norm

‖f‖ = ‖f‖Lip(s) := Df + ‖f‖∞; Df := sup
x 6=y∈X

|f(x) − f(y)|
d(x, y)s

.

Lemma 9. Let f, φ ∈ Lip(s). Then for every n ≥ 1

∣∣Lnφf(x) − Lnφf(y)
∣∣ ≤

{
DfΛ

−ns + ‖f‖∞Dφ
Λs

Λs − 1

}
‖Lnφ1‖∞d(x, y)s.

(Here Λ is as in Lemma 2.)

Proof. The preimages of T n are in one-to-one correspondence on balls of
radius a/2Λ: Denote by x1, ..., xd all preimages of x and let y ∈ B(x, a

2Λ).
Then there is a unique preimage yi of y with d(xi, yi) ≤ Λ−nd(x, y)). It
follows immediately that

∣∣Lnφf(x) − Lnφf(y)
∣∣ ≤

d∑

i=1

|f(xi) − f(yi)| exp[−Snφ(xi)]

+|f(yi)| exp[−Snφ(yi)] (1 − exp[Snφ(yi) − Snφ(xi)]) (2.4)

≤
{
DfΛ

−ns + ‖f‖∞Dφ
Λs

Λs − 1

}
‖Lnφ1‖∞d(x, y)s.
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This lemma implies that the Frobenius-Perron operator acts on Lip(s) pro-
vided φ belongs to this space. It is known that every norm-bounded set in
Lip(s) is relatively compact in C(X). Therefore we can apply Theorem 22 to
every power Lnφ, if the DF-inequality (2.3) and supn ‖Lnφ1‖∞ <∞ hold.

Theorem 23. Let (X,T ) be a R-expanding dynamical system. Then there
is a probability µ with L∗

φµ = λµ. If µ is positive on open sets, there is an
invariant measure m, absolutely continuous with respect to µ and the Radon-
Nikodym derivative dm

dµ belongs to Lip(s).

Proof. The map µ 7→ [L∗
φµ(Ω)]−1L∗

φµ is continuous self-map of the weakly
compact and convex space of all normed measures in C(X)∗. Therefore it has
a fixed point µ (Theorem of Schauder and Tychonov). Passing to φ + logλ
we may assume that λ = 1. Let Ui be a partition of X into sets of positive
measure and of diameter < a/Λ. The inequality (2.4), applied to f = 1,
provides a constant K such that

max
i

sup
x,y∈Ui

Lnφf(x)

Lnφf(y)
≤ K,

whence

1 =

∫
dLn∗φ µ ≥ K−1

∑

i

µ(Ui)Lnφ1(yi)

for arbitrary yi ∈ Ui. Therefore supn ‖Lnφ1‖∞ < ∞. Because of Lemma 9
Theorem 22 is applicable for sufficiently large n, and there is an eigenfunction
h ∈ Lip(s) for the eigenvalue 1 of Lnφ. For any continuous function f it thus
follows that

∫
f ◦ T n · h dµ =

∫
f ◦ T n · h dLn∗φ µ =

∫
Lnφ(f ◦ T n · h)dµ

=

∫
f · Lnφ(h)dµ =

∫
f · h dµ,

i.e. hdµ is T n-invariant, and the theorem follows using Lemma 8.

Theorem 24. Let (X,T ) be an exact R-expanding dynamical system and
φ ∈ Lip(s). Then for every function f ∈ Lip(s) the central limit theorem
holds with respect to the invariant Gibbs measure µ for φ.

Proof. The Frobenius-Perron operator for the Gibbs measure µ has a repre-
sentation

Lnφf =

∫
fdm+Wnf.

Let f ∈ Lip(s) with
∫
fdm = 0. The conditional expectation E(f |T−kF) is

given by UkTLkφf , since for g ∈ L∞(µ) one has
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∫
g ◦ T kUkTLkφfdP =

∫
gLkφfdP =

∫
Lkφ[f · g ◦ T k]dP =

∫
f · g ◦ T kdP.

Since the conditional expectation E(f |T−kF) is as well the orthogonal pro-
jection onto the subspaces L2(T

−kF), the central limit theorem follows for
from corollary 4 and the estimate

Lkφf(T k(x)) = W kf(T k(x)) = O(qk).
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2.5 Local Limit Theorem

The first local limit theorem has been proven in the 18th century.

Theorem 25. (De Moivre-Laplace 1733) Let X1, X2, ... be i.i.d. Bernoulli
random variables with parameter 0 < p < 1. Then Sn = X1 + ... + Xn

satisfies, as k(n)− E(Sn)√
V(Sn)

→ x,

√
V(Sn)P (Sn = k(n)) ∼ 1√

2π
exp

[−x2

2

]
.

In particular,
Sn − E(Sn)√

V(Sn)
−→ N (0, 1) weakly.

Local limit theorems may have two different forms: due to Gnedenko (Kol-
mogorov) and Stone-Shepp.

Theorem 26. (Gnedenko 1954) Let Sn be the sum of i.i.d. random variables
with expectation µ and variance σ2 > 0 which have a lattice distribution (i.e.
take values in b+ hZ for some b ∈ R and a maximal h > 0). Then

sup
N

∣∣∣∣
σ
√
n

h
P (Sn = nb+Nh) − 1√

2π
e−

(nb+Nh−nµ)2

2nσ2

∣∣∣∣→ 0.

Theorem 27. (Gnedenko 1954) Let Sn be the sum of n i.i.d. random varia-
bles with zero mean and variance 1. Assume that Sn/

√
n has density fn and

let φ denote the density of the standard normal distribution. In order that

sup
x

|fn(x) − φ(x)| → 0

it is necessary and sufficient that for some n fn is bounded.

Theorem 28. (Stone 1965) Let Sn be the sum of n i.i.d. non-lattice random
variables with zero mean and variance σ2 > 0. Then

σ
√
nP (Sn ∈ [x, x + l]) = lφ(x/σ

√
n) + o(1)

uniformly in x ∈ R and l in a compact set.

In this lecture we use Stone’s form of a local limit theorem. Therefore

Definition 16. A R-valued stationary stochastic sequence X1, X2, . . . defi-
ned on a probability space (Ω,F , P ), is said to satisfy a local limit theo-
rem (of the partial sums Sn := X1 + · · · + Xn), if the exist constants
An, Bn ∈ R, Bn → +∞ such that ∀ κ ∈ R and I ⊂ R (an interval),

BnP (Sn − kn ∈ I) → |I|g(κ) (2.5)

as as kn−An

Bn
→ κ, where g is a continuous probability density on R.
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Local limits are connected to distributional limits where

Sn −An
Bn

→ Y (2.6)

in distribution for some limit random variable Y . This is essentially the idea
of De Moivre–Laplace for the proof of the classical central limit theorem.

2.6 Characteristic Function Operators

Let (X,F ,m, T ) be an exact, probability preserving R-expanding map, where
m is an invariant Gibbs measure for the potential φ.

For ω : X → S1 measurable, define

Lωf := L(ωf) (f ∈ L1(m))

where L denotes the transfer operator (Frobenius-Perron operator), and for
φ : X → R measurable, t ∈ R set Lt := Lχt(φ) where χt(y) := eity.

Exercise 10. In the independent case where φ is α-measurable and α, T−1α, . . .
are independent partitions,

Lt1 = E(eitφ)

which is why the Lt are sometimes called characteristic function operators.

Proposition 9. (D-F inequality) Suppose that ω : X → S1 is Hölder con-
tinuous with exponent s, then for f ∈ Lip(s),

‖Lnωf‖ ≤
[
DfΛ

−ns + ‖f‖∞(Dφ +Dω)
Λs

Λs − 1

]
‖Lnφ1‖∞d(x, y)s,

where Df , Dφ and Dω are given by the Hölder norms.

Proof. The proof is omitted and we refer to the original article J. Aaaronson,
M. Denker: Local limit theorems for partial sums of stationary sequences ge-
nerated by Gibbs-Markov maps. Stochastics and Dynamics 1, 2001. 193–237.
The proof follows standard arguments to derive the Doeblin-Fortet inequali-
ties.

Theorem 29. (Continuity) Suppose that f : X → Rd is Hölder continuous
with exponent s, then, for some constant M ,

‖Ls − Lt‖Hom(L,L)

≤ M ((2 + 2M + |t|Df )E|1 − χt−s(f)| + (3 + 2M + |t|Df )|s− t|Df ) ,

where L = Lip(s).
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Proof. Let χt(x) = exp[itx]. By Proposition 9 and the theorem of Ionescu-
Marinesu, ror g ∈ L and t ∈ Rd, we have that

Ltg = L(eitfg) =

d∑

i=1

χt(f(xi))g(xi) exp[φ(xi)],

whence

(Lt − Ls)g =

d∑

i=1

χt(f(xi))g(xi)(1 − χs−t(f(xi))) exp[φ(xi)].

We shall use that for x, y ∈ X ,

|χt(f(x)) − χt(f(y))| ≤ |t|Dfd(x, y)
s

whence, integrating over a set A of diameter < 1 containing x,

|χt(f(x)) − 1

m(A)

∫

A

χt(f)dm| ≤ |t|Df

and

|1 − χt(f(x))| ≤ 1

m(A)

∫

A

|1 − χt(f)|dm+ |t|Df . (2.7)

Also ∀ x, y ∈ A,

|(χt(f(x)) − χs(f(x))) − (χt(f(y)) − χs(f(y)))| (2.8)

≤ |χs−t(f(y)) − χs−t(f(x))| + |1 − χs−t(f(y))||χt(f(x)) − χt(f(y))|

≤ d(x, y)s
(
|s− t|Df(1 + |t|Df) + |t|Df

1

m(A)

∫

A

|1 − χs−t(f)|dm
)
.

Choose a partition Ai of X such that Ai contains the preimage xi of x, is
contained in K(x, a) and min1≤i≤dm(Ai) > 0. It follows now that, ∀ x, y ∈ A,
and some constant M

|(Ls − Lt)g(x)|

≤
d∑

i=1

|1 − χs−t(f(xi))g(xi) exp[φ(xi)]|

≤ M

d∑

i=1

(∫

Ai

|1 − χs−t(f)|dm+m(Ai)|s− t|Df

)
‖g‖∞

≤ M (E(|1 − χs−t(f)|) + |s− t|Df ) ‖g‖∞.

For x, y ∈ X ,
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|(Ls − Lt)g(x) − (Ls − Lt)g(y)| =
∣∣∣∣
d∑

i=1

(χt(f(xi)) − χs(f(xi)))g(xi) exp[φ(xi)] −

(χt(f(yi)) − χs(f(yi)))g(yi) exp[φ(yi)]

∣∣∣∣ ≤
d∑

i=1

(exp[φ(xi)]|g(xi)||(χt(f(xi)) − χs(f(xi))) − (χt(f(yi)) − χs(f(yi)))|

+ |1 − χs−t(f(yi))|| exp[φ(xi)]g(xi) − exp[φ(yi)]g(yi)|)

=

d∑

i=1

(Ia + IIa).

Now

IIa = | exp[φ(xi)]g(xi) − exp[φ(yi)]g(yi)||1 − χs−t(f(xi))|

≤ Md(x, y)s((M + 1)rDg +M‖g‖∞)

(∫

A

|1 − χs−t(f)|dm+m(A)|s− t|Df

)

whence

d∑

i=1

IIa ≤Md(x, y)s((M + 1)rDg +M‖g‖∞) (E|1 − χs−t(f)| + |s− t|Df ) .

Moreover,

Ia = | exp[φ(yi)]g(yi)||(χt(f(xi)) − χs(f(xi))) − (χt(f(yi)) − χs(f(yi)))|

≤ M‖g‖∞d(x, y)s
(
m(A)|s− t|Df (1 + |t|Df) + |t|Df

∫

A

|1 − χs−t(f)|dm
)

and

d∑

i=1

Ia ≤M‖g‖∞d(x, y)s (|s− t|Df (1 + |t|Df ) + |t|DfE(|1 − χs−t(f)|)) .

The conclusion is that

‖(Ls − Lt)g‖L
≤ M (E(|1 − χs−t(f)|) + |s− t|Df ) ‖g‖∞
+ M((M + 1)rDg +M‖g‖∞) (E|1 − χs−t(f)| + |s− t|Df )

+ M‖g‖∞ (|s− t|Df (1 + |t|Df ) + |t|DfE(|1 − χs−t(f)|))
≤ M‖g‖L ((2 + 2M + |t|Df )E|1 − χs−t(f)| + (3 + 2M + |t|Df )|s− t|Df ) .
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Exercise 11. Show that t 7→ Lt is C2 (T → Hom(L,L)) with

dLt
dt

g = L(if ′eitfg)

and
d2Lt
dt2

g = −L(f ′′)eitfg).

2.7 Spectral Theorem

Let (X,F ,m, T ) be an exact R-expanding dynamical system, where m is an
invariant Gibbs measure. We say that a function f : X → R is aperiodic, if
there is no character γ ∈ R̂(Ẑ) so that γ ◦ f is T -cohomologous to a constant,
i.e. the equation

γ ◦ f =
λg(x)

g(T (x))

has no solution λ ∈ S1 := {z ∈ C : |z| = 1}, g : X → S1 measurable, other
than λ = 1, and g ≡ 1. We say that φ is periodic if it is not aperiodic.

Theorem 30. 1) There are constants ε > 0, K > 0 and θ ∈ (0, 1); and
functions λ : B(0, ε) → BC(0, 1), N : B(0, ε) → Hom(L,L) such that

‖Lnt h− λ(t)nN(t)h‖L ≤ Kθn‖h‖L ∀ |t| < ε, n ≥ 1, h ∈ L

where ∀|t| < ε, N(t) is the projection onto the one-dimensional subspace
spanned by g(t) := N(t)1; and g(t) satisfies

‖g(t) − 1‖L ≤ K(|t| + E(|eitφ − 1|)).

2) If f is aperiodic, then ∀ M̃ > 0, ε > 0, ∃ K ′ > 0 and θ′ ∈ (0, 1) such that

‖Lnt h‖L ≤ K ′θ′n‖h‖L ∀ ε ≤ |t| ≤ M̃, h ∈ L.

By Theorem 29, t 7→ Lt is continuous Rd → Hom(L,L), and by Proposi-
tion 9 Lt is a D-F operator ∀ t ∈ Rd. The proof of the theorem is established
by two lemmas about D-F operators.

The next two lemmas are well known. Similar statements can be found
in papers by Nagaev, Parry-Pollicott and Roussaux-Egele. We write ‖L‖ :=
‖L‖Hom(L,L) for L ∈ Hom(L,L).

Lemma 10. Suppose that L0 ∈ Hom(L,L) satisfies L0 = µ0 + Q0 where
µ2

0 = µ0, dimµ0L = 1, µ0Q0 = Q0µ0 = 0 and such that the spectral radius
of Q0, r(Q0) < 1, then ∃ ε > 0, λ : B(L0, ε) → C, N1, Q : B(P0, ε) →
Hom(L,L) holomorphic, such that
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Ln = λ(L)nN1(L) +Q(L)n (n ≥ 1)

and where N1(L) is a projection onto a 1-dimensional subspace. Moreover,
|λ(L)| ≤ 1 and ∃ K ∈ R+, θ ∈ (0, 1) such that ‖Q(L)n‖ ≤ Kθn ∀ n ≥
1, L ∈ B(L0, ε).

The proof of Lemma 10 is standard using Dunford-Schwwarz, chapter
VII, section 3.6.

Lemma 11. Suppose that K ⊂ Hom(L,L) is a compact set of D-F operators,
none of which has an L-eigenvalue on S1 (the unit circle), then ∃ K ∈ R+

and θ ∈ (0, 1) such that

‖Ln‖ ≤ Kθn ∀ n ≥ 1, L ∈ K.

Proof. We first show that maxL∈Kr(L) < 1.
For L ∈ K and z ∈ ρ(L)

RL(z) = (zI − L)−1.

For b > r(L),
M(L, b) := sup

|z|≥b
‖RL(z)‖ <∞.

If L′ ∈ Hom(L,L) and ‖L − L′‖ < M(L, b)−1 then ∀ |z| > b

∞∑

n=1

‖
(
(L′ − L)RL(z)

)n‖ <∞,

whence

RL(z)

N∑

n=0

(
(L′ − L)RL(z)

)n → (zI − L′)−1

in Hom(L,L) as N → ∞ and B(0, b)c ⊂ ρ(L′) which implies r(L′) ≤ b.
For each L ∈ K, choose rL ∈ (r(L), 1). As above, for each L ∈ K, ∃ εL =

M(L, rL)−1 such that

r(Q) ≤ rL ∀ Q ∈ B(L, εL).

By compactness of K, ∃ L1, . . . ,LN ∈ K such that

K ⊂
N⋃

k=1

B(Lk, εLk
)

with the consequence that

r(L) ≤ r0 := max
1≤k≤N

rLk
< 1 ∀ L ∈ K.
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To complete the proof choose

max
L∈K

r(L) < b < 1.

We have that (z,L) 7→ (zI −L)−1 is continuous {|z| = b}×K → Hom(L,L).
Therefore

sup
|z|=b, L∈K

‖(zI − L)−1‖ =: K <∞.

Now, for n ≥ 1,

Ln =
1

2πi

∮

|z|=b
(zI − L)−1zndz =

1

2π

∫ 2π

0

(beitI − L)−1bn+1ei(n+1)tdt

whence

‖Ln‖ ≤ 1

2π

∫ 2π

0

‖(beitI − L)−1‖bn+1dt ≤ Kθn+1.

Proof. (of theorem 4.1.) The first statement follows from Lemma 10, and
Theorem 29.

The aperiodicity of φ implies that for t 6= 0, Lt has no eigenvalue on S1.
By Theorem 29, {Lt : ε ≤ |t| ≤ M̃} is compact in Hom(L,L), and so

by Lemma 11, ∃ θ ∈ (0, 1) and K > 0 so that ‖Lnt ‖Hom(L,L) ≤ Kθn for

n ≥ 1, ε ≤ |t| ≤ M̃ .

Remark 2. It follows from Lemma 10 that if f ∈ Lip2, then t 7→ λ(t) = λL(t)

is C2. It can be shown that λ′(0) = iE(f) and λ′′(0) = − limn→∞
E(f2

n)
n .

Thus, λ(t) = 1 + iE(tf) + t2

2 + o(|t|2) as t→ 0 .

Theorem 31. (Distributional limit theorem) Under the above conditions,

fn − n
∫
fdm√

n

converges in distribution to a normal distribution N (0, σ2) for some σ2 ≥ 0.

Proof. Set An = n
∫
fdm and B2

n = nσ2. We first note that

n

[
logλ(

t

Bn
)

]
− it

An
Bn

→ log N̂(t) as n→ ∞.

Using Theorem 30 (1),
∫

X

eit(
fn
Bn

−An
Bn

)dm = e−it
An
Bn

∫

X

Ln
(
eit

fn
Bn

)
dm

= e−it
An
Bn

∫

X

Lnt
Bn

1dm

= e−it
An
Bn λ(

t

Bn
)n
∫

X

g(
t

Bn
)dm+O(θn).

The theorem follows since N̂(s)→N̂(0) ≡ 1 as s→ 0.
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2.8 Local Limit Theorems for R-Expanding Systems

Theorem 32. (Conditional lattice local limit theorem) Suppose that f :
X → Z is aperiodic, let An, Bn be as in the proof of Theorem 31, and
suppose that kn ∈ Z, kn−An

Bn
→ κ ∈ R as n→ ∞, then

‖BnLnφ(1[fn=kn]) − ϕN (κ)‖∞ → 0 as n→ ∞,

and, in particular

Bnm([fn = kn]) → ϕN (κ) as n→ ∞
where ϕN denotes the density of the standard normal distribution.

Proof. By Theorem 30, ∃ δ > 0, θ ∈ (0, 1) such that ∀ |t| ≤ δ,

‖Lnt 1 − λ(t)ng(t)‖L = O(θn) ∀ |t| ≤ δ,

and that
‖Lny1‖L = O(θn) ∀ δ ≤ |y| ≤ π.

We also may assume that

−Re log λ(t) ≥ |t|2
2

∀ |t| ≤ δ.

It follows that, uniformly on X ,

2πBnLnφ(1[fn=kn]) = BnLnφ
(∫ π

−π
e−itkneitfndt

)

= Bn

∫ π

−π
e−itknLnΦ(eitfn)dt

= Bn

∫ π

−π
e−itknLnt 1dt

= Bn

∫

|t|≤δ
e−itknλ(t)ng(t)dt+O(Bnθ

n)

=

∫ δBn

−δBn

e−it
An
Bn λ(

t

Bn
)ng(

t

Bn
)eit(

An−kn
Bn

)dt+ o(1)

=

∫ δBn

−δBn

e−it
An
Bn λ(

t

Bn
)neit(

An−kn
Bn

)dt+ o(1)

→
∫

R

N̂(t)e−iκtdt

= 2πϕN (κ)

as n→ ∞ by dominated convergence, since for |t| ≤ δBn,

|λ( t

Bn
)n| ≤ e−frac|t|

2+ε2,

which latter function is integrable on R.



54 2 Stochastic Laws in Dynamics

Theorem 33. (Conditional non-lattice local limit theorem) Suppose that f :
X → R is aperiodic, let An, Bn be as in Theorem 31, let I ⊂ R be an interval,
and suppose that kn ∈ Z, kn−An

Bn
→ κ ∈ R as n→ ∞, then

BnLnφ(1[φn∈kn+I]) → |I|ϕN (κ) as n→ ∞
where |I| is the length of I, and in particular

Bnm([fn ∈ kn + I]) → |I|ϕN (κ) as n→ ∞.

Proof. We use the method of Breiman (see Breiman: Probability, 1968).

Suppose that h ∈ L1(R), ĥ ∈ L1(R), and that ĥ ≡ 0 off [−M,M ].
Arguing as in the proof of Theorem 32, we obtain δ > 0, and 0 < θ < 1

such that, uniformly on X :

BnLnφ(h(fn − kn)) =
Bn
2π

∫ M

−M
ĥ(x)Lnφ(eix(fn−kn))dx

=
Bn
2π

∫ M

−M
ĥ(x)e−iknxLnx1dx

=
Bn
2π

∫

|x|≤δ
ĥ(x)e−iknxλ(x)ng(x)dx+O(Bnθ

n)

=
1

2π

∫

|x|≤δBn

ĥ(
x

Bn
)e−i

kn
Bn

xλ(
x

Bn
)ng(

x

Bn
)dx + o(1)

=
1

2π

∫

|x|≤δBn

ĥ(
x

Bn
)e−i

kn
Bn

xλ(
x

Bn
)ndx+ o(1)

→ 1

2π

∫

R

ĥ(0)N̂(x)e−iκxdx

=

∫

R

h(x)dxϕN (κ)

by dominated convergence as again, for some ε > 0, ∀ |t| ≤ δBn, |λ( t
Bn

)n| ≤
e−

1
2 |t|

p+ε

, which latter function is integrable on R. Let k(x) = sin2 x
x2 , then

k > 0, k ∈ L1(mR) and k̂ has compact support.
It follows from Theorem 10.7 in Breiman that if U is a vague neighbour-

hood of mR, then ∃ η > 0 and t1, . . . , tN ∈ R such that for µ a Radon measure
on R:∣∣∣∣

∫

R

eitjxk(x)dµ −
∫

R

eitjxk(x)dx

∣∣∣∣ < η (1 ≤ j ≤ N) =⇒ µ ∈ U.

Thus, for h : R → R continuous with compact support,

BnLnφ(h(fn − kn)) →
∫

R

h(x)dxϕN (κ)

uniformly on X . The theorem follows from monotone approximation of 1I by
non-negative continuous functions with compact support.
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