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Abstract

We generate various new kernels by taking derivatives of known
kernels with respect to scale. This is different from the well-known
scale mixtures used before. The resulting kernels are analyzed theo-
retically to some extent, and a few illustrations are provided. On the
side, we provide a simple recipe that explicitly constructs new kernels
from the negative Laplacian of known kernels.

1 Introduction
We consider radial kernels or radial basis functions

K(z,y) = ®(z —y) = ¢(|lz — y2) for all 2,y € R

on R? with a scalar function ¢ : [0,00) — R. If d-variate Fourier
transformability is assumed, the d—variate Fourier transform & is ra-
dial again, and coincides with the Hankel transform

A _d_ OO
b(w) = Jwll; @27 /O )2 T a0y o (1 - lwll2)dr

involving the Bessel function J,,.
It is convenient [10] to rewrite everything in the new variable s =
r?/2, starting from rewriting the kernel as

o(z —y) = o(llz —yll2) = f(lx —yl3/2)

and introducing the function H, for v := (d — 2)/2 via

2\ ¥ ' 22 /4)k
(5) T (z) =2 Hy(2*/4) = Zk'l“ (k+v+1)
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to arrive at ®(w) = f([|w||3/2) with

/ F(s)s" H, (st)ds 1)
and the inverse transform
= / F(OE H, (ts)dt (2)
0

if the standard d—variate Fourier transform works both ways. In what

follows, we shall understand Fourier transforms f < f this way, ob-

serving the hidden dependence on the dimension via v = (d — 2)/2.
Introducing a scaling with a positive real number z yields

T2 ) = 271 () /) (3)
by elementary calculations, and similarly
FO)s) = 21 F(2)(52). (4)

To get new interesting kernels, we consider functionals A = A\* that act
linearly on functions with respect to a variable u. If we can commute
the action of the functional with the integral, we get the identity

(VF(2))N(w) = N (27" f(u/2)) (5)
that we shall use throughout the paper to get new radial kernels. In
case of a functional acting like

21) = [u) e

with a positive weight function w, this is called a scale mizture in
papers oriented on stochastic processes and geostatistics, e.g. [1, 6, 11]
and plenty of others.

In (5), we can vary A and f, and we shall do this in the following
sections. In particular, we shall let f vary through several standard
classes of radial kernels and let A be a differentiation. In many cases,
we get new and interesting kernels. If their Fourier transforms are
nonnegative, they will be positive semidefinite. If the Fourier trans-
forms additionally are positive on a set of positive Lebesgue measure,
the kernels will be (strictly) positive definite. We shall give a few il-
lustrations at certain places. A special case using a divided difference
was treated in [3], but the general derivative case is considered here.

After an extension of (3) to generalized functions, section 3 special-
izes to taking A as a derivative, and then section 4 contains examples
for the Gaussian, multiquadrics, and Whittle-Matérn kernels. A final
section shows that the transition ® — —A® can be efficiently imple-
mented, since it just generates linear combinations of kernels of the
same family.



2 GENERALIZED FOURIER TRANSFORMS

2 Generalized Fourier Transforms

For later use with certain conditionally positive definite radial kernels,
we need the notion of generalized radial Fourier transforms connecting
f <> f not by the above relations (1) and (2), but rather by

/  F(s)s“o(s)ds = / T ittt (6)
0 0

for all arbitrarily smooth test functions v that have arbitrarily fast
decay at zero and infinity. Then we can introduce a scaling to get

/Ooof(sz)s”v(s)ds = / f)t 27" to(t)2)dt

= /0 O COONOL
- /()mf(t)t”z_”_lm(t)dt
- /OOO F)t 27 i (tz) dt
= / h F)to(tz)dt

- / F(s/2)s 2" "o (s)dt

where we used the standard scaling relations only on the test functions.
Similarly, if we can pull the functional into the first integral,

/OO)\Zf(sz)s”@(S)ds = / SN2 0(-/2)) (8)dt
0
= FO(No(-2))" (t)dt
FON(v(-2))" (t)dt
FON (v(-2)) (1)t
N F ()t v(zt)dt
_ /0 N (=1 f(5/2))5 v (s)dE

o0

o0

Il
8hhh%

and again we used the scaling relations only on the test function. This
implies

Theorem 1. The relations (3), (4), and (5) also hold for generalized
Fourier transforms whenever the defining integrals (6) exist and if the
functional X commutes with the integrals. ]
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3 Derivatives

As a linear functional A that hopefully commutes with the integration,
we take the k—th derivative

k
V() = 1)

So, combining the relations (3) and (5) yields

(Jd—:m.z))A (w) = (D))" () = j—i (=7 70w=) @

and for kK = 1 we have the simple relation

(1762 ) = = (=7 FO /=) )

which specializes for z =1 to
d
(tr'®)" (w)

dz|.—

(= 7O w/2) (9)

where we used the notation " to indicate that the transform acts
with respect to t, if another variable is present. By Theorem 1, these
relations hold for standard and generalized Fourier transforms, as long
as integrals exist and the functional commutes with the integral.

In the examples of the next section, we take the first derivative with
respect to scaling for a certain family of kernels. The result usually
will be another positive kernel, but the interesting new kernel will be
its Fourier transform.

4 Examples

4.1 Gaussian

For the Gaussian K (r —y) = exp(—||z — y||3/2) we have
f(t) = exp(—t) (10)

and know that Fourier transforms of any dimension let the Gaussian
invariant. All formulas hold without problems due to the exponential
decay of f at infinity. Then (8) yields

(tf ()™ (w) = (—texp(—t2)™ (u)
= FET)(u/2)
i (27 e (-2))
o0 e (-4) +27001 () e (-2)
= 27" Bexp (-4 (-v—1z+u).
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In the special case z =1 we get

(—texp(—t))" (u) = exp(—u)(u — v —1). (11)

Theorem 2. The radial kernel

by = enp (-1 (4 - 1) (12)

of Figure 1 is strictly positive definite in RY.

Proof: By (11) for v = (d — 2)/2, the strictly positive and bounded

radial kernel H ”2 I ”2
T T
o(z) =~ <‘T> exp <‘T>

is the d-variate Fourier transform of the continuous and absolutely
integrable function (12). O

This argument used the well-known

Theorem 3. [12, Theorem 6.11, p. 74] Let ® be a continuous function
in LY(R®). @ is strictly positive definite if and only if ® is bounded
and its Fourier transform is non-negative and not identically equal to
ZE€T0.

The analog for generalized Fourier transforms is

Theorem 4. [12, Theorem 8.12, p. 105] Let ® be a continuous and
slowly increasing function in R® with a generalized Fourier transform
& of order m which is continuous in R\ {0}. Then ® is strictly
conditionally positive definite of order m if and only if ® is nonnegative
and nonvanishing.

4.2 Multiquadrics

Another strictly positive definite radial kernel is the inverse multi-
quadric

—p
K@) = (1+[a?)? = (1+2128)
fy = @+20)7°
with 8 > d/2. It has the d-variate Fourier transform

~ 91-5 d
B

25 w2 L w2 2
S (5) w2 (55))
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Figure 1: Radial graph of (12) for d = 2.

where K, is the modified Bessel function of second kind [12, Theorem
6.13, p. 76]. For negative 3 with —/3 ¢ N we get conditionally positive
definite multiquadrics with the same generalized Fourier transform
[12, Theorem 8.15, p.109]. Due to Theorem 1, we can treat both cases
simultanously here, and we check later for which cases the assumptions
of the theorem are true.

In what follows, we work with

ft) =1 +2t)75, (13)
21-6 B_d 1
() = g (20 K g ((m)a) (14)
and apply the relation (8) to get
(tf ()M ) = [-B2t(1+2t2) 071" ()
= &0 )
1— B_d 1
= | (28T R, 4 ((20)°)
= i [ e (o))
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Then we use the standard relation

d

o (s"K,(s)) = —s"K,_1(s) (15)
s

for derivatives of Bessel functions and all v > 0, taking K, = K_,

into account. We set

—v— 1)z 2K, (s) + 2T E LK (s)]

= S |cr-n(@0E) Ky (u?)

This proves the first statement of

Theorem 5. The function
$(w) = Bllwl* (1 + [lw]*) =
has the generalized inverse Fourier transform

21-8 [d d 1 d
o) = 2oy | gl 2Kyl = lelPlel* Kyl
(i6)

For inverse multiquadrics with > d/2+1, the function ¢ is a positive
definite radial kernel on R? depicted in Figure 2 for d =2 and B = 2.5.

Proof: In the inverse multiquadric case, the assumption 8 > d/2 + 1
is sufficient to let our derivation be valid. The function ¢(w) is non-
negative and not always equal to zero, and ¢ is absolutely integrable
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because it has exponential decay at infinity. Then we can invoke The-
orem 3 to get the assertion. ]

In particular we notice that ¢ is a linear combination between the
Fourier transformation of inverse multiquadrics and another Fourier
transformation of inverse multiquadrics multiplied by ||w]|?.
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Figure 2: Radial graph of (16) for 5 = 2.5 and d = 2.

In the multiquadric case, the exponential decay of the Bessel functions
let the integrals and the commutation be correct at infinity, and at
the origin we need test functions with zeros of sufficiently high order.
Then the generalized Fourier transform relation is valid, and we can
try to invoke Theorem 4. The slowly increasing function is (5 now, but
¢ is not nonnegative, leading to no useful result.

4.3 Matérn kernel

The strictly positive definite kernels on R? with positive d-variate
Fourier transform (1 + |[w||?)™? for B > d/2 are the Whittle-Matérn
or Sobolev kernels

d 1
218 1B—% _ 218 o]z 4 <] 2
w el iRy (el = 3o ()" g (o))
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with

1-p d 1
1) = 505 2031,y (20t a7)

flu) = (1 +2u)7". (18)
We proceed like in the multiquadric case from

(tf' ()" (u)

[Nl

(2t)

-t ()} (@) g ()]

= £ (IO E) = (o 0r2)”)
v =1z (L4 28) e () (1 28) O (2
3 (14 28) T [(—r = 1)z (14 2%) + 284] .

If we put z = 1, the above computation becomes

-t [0 (@01)Fa g (04)]
= (14 2u)#1 [—%(1 + 2u) + Zﬁu]
and we get

Theorem 6. For > 1+ d/2, the radial kernel

¢(x) = g(l + lel®)7F = Bllz (1 + flz]*) (19)

s positive definite.
Proof: Its d—variate Fourier transform is the nonnegative function

R 218 d
) = 2 DL 1wl (ol =
-8 u
- Wuwnﬁ—ﬁllfﬁ_g_l(llw\l) =
-8 d
= WHW”2HW”ﬁ_TlKg—g—l(”wH)
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and we can apply Theorem 3. ]
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Figure 3: Radial graph of ¢(x) for =2 and d = 2.

Powers and thin—plate splines are polyharmonics, and their gener-
alized Fourier transform is a negative power, thus essentially scale—
invariant. This means that there will be no new kernels when acting
on a scaling of these kernels.

5 Laplacians

We now exploit the well-known fact [12, Lemma 9.15, p. 130] that
the transition & — —A® allows to generate new kernels under certain
circumstances. Here, we make this construction explicit and trans-
parent for the standard families of radial kernels. One could take the
radial form of the Laplacian and apply it to any kernel, but then it is
not clear a priori to which class of kernels the result belongs. We do
this here in the f-form and see that the Laplacian of a kernel leads to
a linear conbination of two kernels of the same family.

10
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Kernels of the form —AK have applications in the Method of Par-
ticular Solutions, since one can find a special solution of —Au = f
by interpolating f by translates of —AK and using the obtained co-
efficients to get u in terms of translates of K. See [5, 7, 2, 8, 4] for
applications.

If we write a radial kernel K in f—form with s = r2/2 = ||z — y||3/2,
its d—variate Laplacian follows via

0 Os d ,

%m W) = g0 = 16—

K@ —y) = f6) -+ L) 20)
SATK(w—y) = <25f"(s) — df ().

The generalized Fourier transform of —A*K (z — y) is ®(w)||wl|? if
®(x) = K(x). This shows that whenever —A*K(z — y) exists, is
continuous and Fourier transformable, the radial kernel defined by
—A® is positive definite, if ® is positive definite. For conditionally
positive definite ® of order m, the same argument applies, but the
order of conditional positive definiteness of —A® then is m —1 because
of the new factor in the Fourier transform.

Theorem 7. The transition ® — —AP on radial kernels generates a
radial kernel consisting of a weighted sum (20) of two radial kernels,
if f is the f—form of ®, and if the action of —A is valid on the kernel.
If, furthermore, the class of kernels is invariant under taking pairs of
forward and backward Fourier transforms in arbitrary dimensions. the
resulting kernel is a weighted linear combination of two radial kernels
of the same family.

Proof: By the connection between Fourier transforms and derivatives
in f—form [10], the hypothesis on the family of kernels implies that it
is invariant under derivatives taken in f—form as far as the derivatives
and Fourier transforms are valid. But then the assertion follows from
(20). O

The transition ® — —A® now allows to generate new kernels via
the f—form, since all popular classes of radial kernels satisfy the above
theorem.

For the Gaussian, f(s) = exp(—s), and the negative Laplacian is the
kernel

(d— [lz = ylI3) exp(~llz - yl3/2)

11
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due to
—2sf"(s) —df'(s) = (d—2s)exp(—s).

This coincides up to a positive factor with (12).

Inverse multiquadrics have

fa(s) = (1+2s)77,
fh(s) = —2B(1+2s)707,
fis) = —4B(=B—1)(1 +25)72

for g > 0 and thus

—2sf4(s) — df(s) = —8sB(B +1)(1 + 2s) 772 +2dB(1 + 2s) 7~
leading to the new positive definite radial kernel

—4B(B + Dllz = yl3(1 + [l2 = yl3) 777 + 2481 + [l — ylI3) 77,

but this is not (16). Note that no restrictions on 3 except § > 0 are
needed. The inequality 8 > d/2 is required in some texts, but it is not
necessary, if generalized Fourier transforms are used [12, Th. 8.15, p.
109, Th. 6.13, p. 76].

The same argument works for standard multiquadrics with 5 < 0
and —f ¢ N, which are conditionally positive definite of order m =
max(0, [—/]), but the resulting kernel is conditionally positive definite
of order max(0,m —1). An additional restriction on f is not necessary
for standard multiquadrics [12, Th. 8.15, p. 109], but note that for
small |3| the resulting kernels may partially be inverse multiquadrics.

The Sobolev—Whittle-Matérn kernels

Iz =yl Ko ([l = yll2)

have
fo(s) = (25)2K,(v2s)
() = —fo(s)
J(s) = fu-a(s)

for v > 2 following a simple calculation in [9] using the derivative rule
for K,,. Then

—2sf,/(s) = df}(s) = ||z = yl[3fo—2(5) + dfo—1(s)
leads to the new positive definite kernel

~llz = yllsEKv—2(llz — yll2) + dllz — yll5™ Ko-1(lz — yll2)

12
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for v > 2.

Wendland kernels in the notation of [9] have f—forms ¢q(s) for C%
smoothness and positive definiteness in R? with d maximal. Then,
following [9],

Dk = —Pdi2,k-1

and

—25¢ 1 (s) — ddyy 1 (5) = —25Gatak—2(5) + ddgrak—1(s)

leads to a new positive definite kernel for k& > 2. The special case
d =k = 3 starts from

p3s(r) = (1—r)5(32r3 +25r% + 8r 4+ 1)
p52(r) = 22(1—7)L(16r% +7r +1)
dra(r) = 528(1—7r)%(6r+1)

and leads to the new kernel
—528(1 — 7)5r2(6r + 1) + 66(1 — )7 (16r% + 7r + 1).

This construction is trivial for polyharmonic kernels, because the ac-
tion of —A takes polyharmonic kernels into other polyharmonic ker-
nels. Polyharmonic kernels can be completely characterized by the
fact that their d—variate generalized Fourier transforms are of the form
lw||~%#, and then the action of —A yields a polyharmonic kernel with
d-variate generalized Fourier transform ||w|~4=%%2. For # ¢ 2Z and
[ > 2 this is the transition from power kernels 7% to r#=2, while for
B = 2k € 2Z, k > 1 this goes from thin-plate splines 72¥logr to
r2k=21og r.

6 Open Problems

Future work should take higher—order derivatives with respect to scale
and derive recursive formulas for kernels generated this way. Further-
more, the paper [3] successfully used divided differences instead of
derivatives in a special case, and it should be worth while to check if
other functionals generate new kernels.
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